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vi
Abstract

Avoiding predators may conflict with territorial defense because a hiding territorial resident
is unable to monitor its territory or defend it from conspecific intrusions. With persistent
intruders, the presence of an intruder in the near past can indicate an increased probability
of future intrusions. Therefore, following a conspecific intrusion, territorial residents should
minimize costs from future intrusions at the cost of higher predation risks. The main focus of

this thesis is to investigate changes in antipredator behavior following a conspecific intrusion.

In the first chapter I examine the existence of effects of past conspecific intrusions on an-
tipredator behavior and how these effects differ from the changes in antipredator behavior
related to the immediate (vs. past) presence of a conspecific intruder. T conducted experiments
with males of the territorial lizard, Tropidurus hispidus, recording approach distance (distance
between predator and prey when prey escapes) and time to re-emerge from a refuge after
hiding. Past aggressive interactions affected antipredator behavior: lizards re-emerged sooner
(compared to a control) when the predator attacked 5 min after an aggressive encounter. If the
predator attacked while an aggressive encounter was ongoing, there was also a reduction in ap-
proach distance. The results: (1) are consistent with an economic hypothesis that predicts that
T. hispidus incur greater predation risks to minimize future territorial intrusions; (2) show that
effects of past and ongoing aggressive interactions are different, consistent with minimization

of present intrusion costs.

In the second chapter I investigate whether testosterone manipulations affect antipredator
behavior and the effects of past aggressive interactions. Elevated testosterone levels in lizards
result in males that increase their allocation to territorial defense at the expense of other costs.
Consequently, we expected that elevated testosterone would: (1) increase exposure to preda-
tion; (2) produce a disproportionate increase in exposure to predation following a past aggressive
interaction. We manipulated testosterone levels of male T. hispidus using subcutaneous testos-

terone implants. Our results provide strong evidence that past aggressive interactions result



vii

in increased exposure to predation and that the type of first encounter (aggressive interaction
with a conspecific vs. control presentation) had long-lasting effects on antipredator behavior.
We found no evidence of differences in aggressive behavior related to hormonal treatment, of
an association between aggressive and antipredator behaviors, or of an increase in exposure to
predation with increased testosterone level. The lack of effects of testosterone on antipredator
behavior could be the consequence of testosterone manipulations not altering aggressive behav-

ior on males of this species, a pattern that might not be uncommon in tropical vertebrates.

In the third chapter I use a mathematical model to examine the effects that past conspecific
intrusions can have on antipredator behavior, when intruders are persistent, focusing mainly
on the effects of rate of intrusion of other conspecifics, the behavior of the reintruder, and
the timing of the predator’s attack. Past aggressive intrusions rarely affect time to hide: the
optimal behavior is to hide as soon as the predator initiates its attack. Time to reemerge is
strongly affected by past aggressive interactions (animals reemerge sooner from a refuge), and
these effects depend on the time of the predator’s attack, the reintruder’s pattern of return,
and the intrusion rates of other conspecifics. Differences between my findings and those from
previous studies suggest that the trade-off between antipredator behavior and territorial defense

can involve different types of costs than the trade-off antipredator behavior-foraging.

Together, these chapters are relevant for studies of the changes in antipredator behavior due
to changes in the social environment, and they establish a connection between population level
processes, mating system and defensibility of resources, and antipredator behavior. These three
chapters can have empirical and theoretical relevance for studies of the costs, (co)evolution, and

ecological consequences of territorial and antipredator strategies.

In the first two chapters I use cross-over designs extensively. These types of designs are
frequently used in animal behavior studies as they allow experiments with relatively small
numbers of subjects that nonetheless achieve high statistical power by using each subject as

its own control. However, cross-over trials are often analyzed incorrectly in the behavioral
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literature, and many statistics textbooks used by behaviorist either do not mention them or
contain potentially misleading advice. Moreover, some of my experiments involve data, such as
multivariate responses and censored observations, which although common in many behavioral
experiments are not generally considered in detail in statistical textbooks on cross-over trials.

The last two chapters address these issues.

In chapter four I review the use of cross-over trials in the behavioral literature, and I explain
why the traditional analyses (based on paired t-tests) are inappropriate, the problems associated
with carry-over effects, and the types of cross-over designs that are potentially most useful for
behaviorists. In the fifth chapter I review methods of analyses of cross-over trials in the context
of animal behavior experiments. I group methods of analysis according to the type of response
variable: non-parametric and robust methods for metric responses, parametric methods for
metric responses —linear mixed-effects models—, models for categorical responses both non-
parametric and parametric —extensions of generalized linear models—, censored observations
—survival analysis—, and multivariate responses. Within-individual contrasts are explained in
detail as they are the basis of many different methods, from non-parametric to multivariate
and survival-based models, and they offer a useful framework for extending the analysis of data
from cross-over trials to situation where robust methods might be needed (e.g., permutation
tests of censored multivariate responses). In this chapter I also discuss some types of plot that
are specific and particularly useful for cross-over trials. If design, wash-out periods, and type of
response are given the appropriate consideration, cross-over designs can be very powerful tools
for behaviorists whenever obtaining new subjects is more costly than repeatedly testing the
same individual, and thus in particular for researchers working in the lab or in field enclosures

where animals require lengthy training or habituation.
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Chapter 1

Antipredator behaviour changes
following an aggressive encounter in

the lizard Tropidurus hispidus

This chapter has been published in the
Proceedings of the Royal Society of London, Series B, 1999, 266, 2457-2464

1.1 Abstract

Avoiding predators may conflict with territorial defence because a hiding territorial resident is
unable to monitor its territory or defend it from conspecific intrusions. With persistent intrud-
ers, the presence of an intruder in the near past can indicate an increased probability of future
intrusions. Therefore, following a conspecific intrusion, territorial residents should minimise
costs from future intrusions at the cost of higher predation risks. I conducted experiments
with males of the territorial lizard, Tropidurus hispidus, recording approach distance (distance
between predator and prey when prey escapes) and time to re-emerge from a refuge after hid-
ing. Past aggressive interactions affected antipredator behaviour: lizards re-emerged sooner
(compared to a control) when the predator attacked 5 min after an aggressive encounter. If
the predator attacked while an aggressive encounter was ongoing, there was also a reduction

in approach distance. The results: a) are consistent with an economic hypothesis that pre-



dicts that T. hispidus incur greater predation risks to minimise future territorial intrusions;
b) show that effects of past and ongoing aggressive interactions are different, consistent with
minimisation of present intrusion costs. These results are relevant for studies of the changes in
aggressive behaviour due to changes in the social environment, and for studies of the costs and

(co)evolution of aggressive and antipredator strategies.

1.2 Introduction

Optimal antipredator behaviour should be the result of weighting the risk of predation against
the benefits from other activities. Experimental and theoretical work, focused mainly on the
trade-off between foraging and predator avoidance, has shown that changes in the terms of the
trade-off between mortality risk from predation and costs of hiding/escaping from predators
will change the behavioural optimum (see Clark 1994; Ydenberg & Dill 1986; reviews in Lima
& Dill 1990; Lima 1998). Thus, when the costs of interrupting other activities increase (e.g.,
foraging at a better patch or consuming a larger prey), animals adopt behavioural strategies that
lead to increases in risk of mortality from predation (e.g., delaying escape from a predator or
reemerging sooner from a refuge). In territorial animals, territorial defence can be an important
determinant of reproductive success. However, compared to the antipredator-foraging trade-
off, there is little information about trade-offs between antipredator behaviour and territorial
defence. The general aim of this study was to examine how predation-related risk taking
behaviour changes as a consequence of past and present aggressive interactions that increase
territorial costs of hiding; the two hypotheses tested predict increased exposure to predation
as a consequence of increased costs of hiding due to past (first hypothesis) or present (second

hypothesis) territorial conspecific intrusions.

A predatory attack creates conflicting demands on a territorial animal: hiding decreases risk
of mortality from predation, but minimises the chances of detecting and repelling a conspecific

intruder (i.e., increases the territorial costs of hiding). These territorial costs of hiding can



be specially high following a conspecific intrusion: in some territorial species intruders obtain
or enlarge territories by persistently intruding into the territories of settled animals (review
in Stamps & Krishnan 1995, 1998; e.g., lizard Anolis aeneus: Stamps & Krishnan 1995; red-
winged blackbirds: Yasukawa 1979; purple martins: Stutchbury 1991; song sparrows: Arcese
1987). Thus, the occurrence of one aggressive encounter can inform a territorial resident that

subsequent territorial intrusions are likely.

The first hypothesis tested in this study states that a past territorial intrusion changes the
terms of the trade-off between predation and vigilance by increasing the territorial costs of
hiding, and thus alters the behavioural optimum. Therefore, if a predator attacks soon after an
aggressive interaction is over, a territorial resident should modify its behaviour to decrease the
chances of territorial intrusions at the cost of increased predation risks (hereafter called extended
effects of aggression on antipredator behaviour). The predictions from this hypothesis are that,
following an aggressive encounter, a territorial resident will show a decrease in the distance at
which it flees from a predator and/or a decrease in the time till it re-emerges from a refuge
after the predator attacks. These predictions were tested in Experiment 1 using a human as
a simulated predator and comparing antipredator behaviour in males of the lizard Tropidurus
hispidus 5 min after the end of an aggressive interaction to antipredator behaviour 5 min after

a control presentation.

The antipredator behaviour consequences of a change in the territorial costs of hiding can
be further studied by examining the difference between the effects of an aggressive encounter
that has finished (extended effects) and an ongoing aggressive interaction (immediate effects).
In an ongoing aggressive encounter the intruder is in the territory when the predator attacks,
and hiding could result in much larger intrusion costs, specially if the approaching predator is
not an attacking one. The second hypothesis tested in this paper states that current presence of
an intruder increases territorial costs of hiding with respect to past presence of an intruder, and

thus territorial residents should show further increases in their exposure to predation when the



predator approaches during an ongoing aggressive encounter vs. sometime after the end of the
aggressive interaction. This hypothesis predicts that immediate effects will result in a decrease
in the distance at which the territorial resident flees from a predator and/or a decrease in the
time till it re-emerges from a refuge after the predator attacks compared to extended effects.
I examined this hypothesis in Experiment 2 by comparing antipredator behaviour of male T.
hispidus during an ongoing aggressive encounter to antipredator behaviour 5 min after the end

of the aggressive interaction.

1.3 Methods

1.3.1 Animals and study site

Experiments (Table 1.1, p. 8) were conducted at the Nisia Floresta Forest Experimental Sta-
tion, EFLEX-IBAMA, (6° 5’ S, 35° 12" W), located 45 Km from Natal (Northeastern Brazil);
Experiment 1 (hereafter Exp. 1) was conducted between 27-April and 22-May, 1997, and Ex-
periment 2 (hereafter Exp. 2) between 29-November-1997 and 13-January-1998. T used adult
males of the lizard Tropidurus hispidus (snout-vent length [SVL] 70-130 mm), a widespread,
diurnal, sit-and-wait iguanine lizard in South America (Rodrigues 1987; Vitt 1995). In the area
studied both male and females were territorial through the year, and encounters among males
that developed into escalated fights tended to repeat themselves (with the same contenders) in

subsequent hours/days (pers. obs.).

Experimental subjects were adult males (SVL> 100 mm), captured in villages close to the
station, that had not been used in other experiments, or used before as intruders, or later
used as intruders in the same enclosure. Intruders (adult males SVL > 90 mm) were used a
maximum of three times and were never wounded by the experimental procedure. The same
experimental animal was not exposed to the same intruder more than once. Intruders were

assigned at random to experimental animals, but no intruder could be used twice in the same



enclosure and for the same treatment (in Exp. 2). Moreover, for each experimental animal in
Exp. 2, none of the two treatments could be applied using either the two largest or the two
smallest intruders, to ensure adequate interspersion with respect to intruders’ sizes (this is not
applicable to Exp. 1 where each experimental animal was subject to only one intruder). All

animals were released in the area of capture at the end of testing.

1.3.2 Enclosures and animal husbandry

I used enclosures to minimise variation in behaviour. Enclosures were located in open patches
in plantation areas and measured 3.6 to 4.9 m? (2 to 2.5 by 2 m) in Exp. 1 and 4 m? (2 by 2
m) in Exp. 2. Enclosures were 1 m high, constructed from transparent plastic, sunk 15 cm into
the ground, attached to a wood frame. Each enclosure contained two refuges made with bricks
and roof tiles that offered protection and were readily used by the lizards as hiding places.
Enclosures were partially covered from above to provide shade during the central hours of the
day. Enclosures also included one or two females (and in some cases one small male; see Table
1.1 (p. 8)). All females were randomly assigned to enclosures/males, except that females’ SVL
had to be at least 5 mm less than the males’ (in the field, males were associated with smaller

females).

I placed a blind 7.5 m away from the enclosure. Using suspended fishing lines, I could move
an intruder from behind the blind to inside the enclosure and retrieve it at the end of the trial,
without my ever leaving the blind. When I approached the enclosures for feeding or small
repairs I used a poncho which contrasted with the clothes used during tests (white pants and

T-shirt).

Enclosures were more than 15 meters apart with dense and tall intervening vegetation
ensuring no visual contact between them, and were placed in areas where, during a period of
ten months, I only observed four free-ranging adult 7' hispidus (one male, three females). Thus,

interactions with naturally-occurring conspecifics should have been extremely rare.



Lizards were fed every two to three days a diet of crickets, mealworms, fly maggots, roaches
and beetles, and a mixture of egg, powdered milk, and fruit. In Exp. 1 water was available
naturally (rainy season) and animals were fed one or two days before testing started, and
were not fed during the days of testing. In Exp. 2 (dry season), enclosures had several water
containers, and animals were fed one or two days preceding testing, and early on the third day
or, after testing, on the second day. Enclosures were cleaned of faecal boli before introducing

new experimental animals.

Animals in the enclosures displayed normal antipredator behaviour: T. hispidus uses refuges
for hiding when a predator attacks (Vitt 1995) and in the study area I observed wild T. hispidus
run into refuges when attacked by the predators dogs, cats, chickens, and common marmosets
(Callithriz jacchus), and when potential predators (e.g., crane hawk, Geranospiza caerulescens,
caracara, Polyborus plancus) flew over. Moreover, in this region of Brazil, T. hispidus are very
frequently killed by humans (particularly children). T. hispidus in the enclosures not only
sought refuge when approached by a human, but also when crane hawks and caracaras flew

over.

Animals in the enclosures also displayed normal aggressive and mating behaviour: males
attacked intruders, and courted and mated with females; more than nine females laid eggs and
at least six clutches hatched successfully in the enclosures. Body mass did not change between
the time the animals were introduced and the time they were removed from the enclosures (Exp.
1: mean change [final-initial mass| 4+ s.e.= —0.27 +0.409 g, paired t14 = 0.67, p = 0.512; Exp.
2: mean change + s.e.= 1.33 +0.736 g, paired t1; = 1.89, p = 0.085). While in the enclosures,

lizards were rarely approached by humans (except myself).

1.3.3 Experimental design and antipredator tests

In both experiments, animals were tested several days (Table 1.1, p. 8) after being introduced

in an enclosure to ensure that animals were used to the enclosures. I used cross-over designs



(Jones & Kenward 1989): each animal was subject to two treatments through time, so that
treatment differences are estimated using within-animal comparisons. Each animal received
only one treatment per day, in the sequences shown in Table 1.1 (p. 8), and was tested in
successive days and at about the same hour as the preceding day. Thus, the testing phase
lasted two days for each animal in Exp. 1, and four days for each animal in Exp. 2. Both
experiments involved presenting a male lizard with a stimulus (intruder or control) and, some
time later, measuring antipredator behaviour by simulating a predatory attack. A test (stimulus

presentation + antipredator test) lasted approximately 40 min per animal.

In Exp. 1 I measured antipredator behaviour 5 min after an intruder encounter (E: extended
effects) and 5 min after a control (C) presentation. In Exp. 2 I measured antipredator behaviour
during an ongoing aggressive interaction with an intruder (I: immediate effects) and 5 min after
the end of the interaction (E: extended effects). Details of the experiments are shown in Table
1.1 (p. 8). When escaping predators 7. hispidus need to decide when to flee from the predator
and, after hiding, when to re-emerge from the refuge; thus, the variables measured were chosen
to reflect these two decissions and are explained in Table 1.2 (p. 9). To run the antipredator
test, I positioned myself 13 m away from the enclosure (4.5 m behind the blind) and approached
the lizard directly at a moderate speed (Exp. 1: mean = 0.42 m/s, s.d. = 0.056; Exp. 2: mean
= 0.46 m/s, s.d. = 0.047). Whenever the lizard moved, I stopped for 15 sec and recorded my
position, and then approached again. The approach-and-stop continued until the lizard hid,
when T moved to a spot at a fixed distance from the enclosure (Exp. 1, 2 m; Exp. 2, 4.5 m), and
remained motionless for 20 min. I recorded my movements and the lizard’s behaviours using
an HP-48GX calculator for continuous event recording. All tests were conducted when lizards

were active and air temperature (shaded bulb at 1.5 m) was higher than 26 °C.

Animals were habituated to the movement of the intruder delivery system using a toothpaste
container (to prevent habituation to the control) with which I mimicked the movements I would

use during the intruder and control presentations. Lizards were subject to 4 to 10 habituation



Table 1.1: Experiments 1 and 2: methods.

Exp. Treatments Sequences ! Subjects

1 Extended (E): EC,CE - Three batches of six enclosures each.
- Introduced intruder male. One experimental male per enclosure.
- Left in enclosure max. 15 min. - Each enclosure also two females (four
- Once attacked, left for 3 min and until enclosures) or one female and one small
three attacks. male (two enclosures)®. Females and
- Remove intruder. small males the same in each enclosure
- Antipredator test; time end of in- throughout the experiment.
truder presentation to antipredator - Experimental males assigned ran-
test: 5 min. domly to enclosures.
Control (C): - Three males in each batch assigned
- Introduced wood stick (~colour and randomly to each sequence.
size of adult male). - Males tested after 6 to 7 days in en-
- Left in enclosure for 3 min 45 sec?. closures.
- Remove control. - Sample size: 15 males*.

- Antipredator test; time end of con-
trol presentation to antipredator test:

5 min.

2 Extended (E): EIIE,IEEI - Six different enclosures used repeat-
- Introduced intruder male. edly, no batches .
- Left in enclosure max. 15 min. - One female and one experimen-
- Once attacked, left for 2 min (and a tal male introduced simultaneously in
minimum of four attacks) or until six each enclosure (i.e., different females
attacks, whichever came first. for each male).
- Remove intruder. - Males assigned randomly to enclo-
- Antipredator test; time end of in- sures.
truder presentation to antipredator - First animal tested assigned sequence
test: 5 min. at random; successive animals assigned
Immediate (I): immediately (before testing) alternat-
- Introduced intruder male. ing sequences.
- Left in enclosure max. 15 min. - Males tested when habituated (after
- Once attacked, left for 2 min (and a 5 to 12 days in enclosures).
minimum of four attacks) or until six - Sample size: 12 males®.

attacks, whichever came first.

- Antipredator test; i.e., intruder still
within enclosure.

- Intruder removed immediately after
lizard hid®.

!A sequence is the order in which the within-individual treatments are applied. An animal is assigned to a
sequence, and treatments applied in the specified order (e.g., for sequence EC in Experiment 1 first testing day
is E, second testing day is C). Therefore, Experiment 1 consisted of 2 periods and Experiment 2 of 4 periods,
where a period is each one of the testing days.

2Median time that an intruder spent in enclosure in preliminary trials.

3In the field, a male’s territory overlaps the territory of one or more females and often the home range of one or
more small males. I never observed aggressive interactions between the experimental male and the small male.
4One of the enclosures could only be used during the first week and one animal was excluded from the study
because it was hiding continuously during the day of testing.

51 obtained data for all four periods for all animals except two, one from each of the sequences.

5In the I-treatment removing the intruder from the enclosure took 1 min and involved some movement of the
intruder-delivery-system. To control for these effects, in the E-treatment after the animal hid I approached the
enclosure and remained next to it for 1 min, while moving the intruder delivery system to mimic the effects of
removing an intruder.




Table 1.2: Response variables used to measure antipredator behaviour.

1

Variable

Description

Approach Distance

Minimum Distance

Time to Reemerge

Time to Full Exposure

Distance between observer and the lizard when the lizard first
initiated flight.

Minimum distance between the observer and the lizard before it
initiated flight; the same as Approach Distance if there is only
one run.

Time since the lizard hid until it re-emerged (at least all the
head was visible out of the refuge).

Time since the lizard hid until it was fully exposed (all the
lateral surface of the body —not including tail- was visible out
the refuge). Lizards in full exposure were generally more than one body
length away from the refuge, they were visible (from many sight points) to
both other lizards and potential predators, and were able to monitor their

whole territory.

! The predictions tested refer to increases in predation risk that result from behavioural changes of the prey. As
I could not measure predation risk directly I used the four response variables as proxies (and assumed that the
risk of being killed is a decreasing function of each of the response variables). Approach Distance and Minimum
Distance are proxies for risk when predator attacks; Time to Reemerge and Time to Full Exposure are proxies
for risk at re-emergence. Thus, the four variables belong to two groups: initial attack and reemergence; results

within each pair of variables should be consistent (i.e., either none of the two variables will depart from the null

hypothesis, or the two variables will depart from it in the same direction).

trials, and were considered habituated if they did not hide during two successive habituation
trials. In Exp. 2 T initially habituated some animals by hanging soda bottles for 24 to 48 h

next to the enclosures (using the intruder delivery system); later, these animals were checked

for habituation using the toothpaste container.

1.3.4 Statistical analyses

In Exp. 1 I analysed Approach Distance and Minimum Distance (Table 1.2 (p. 9)) with linear

mixed-effects models, using the parameterisation in Jones & Kenward (1989, p. 30), but also
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including several covariates and random effects. The full model examined was:

Yijkim = B+ Ni + BXj + ag + ¢jjr,g + Wi + St + Tm + Tofim]

H(TB)nXj + (T)kn + (aB)e X + (TaB)kn X + €ijim, (1.1)

where in the fixed effects part p is the intercept, A is the carry-over (which in this parameter-
isation is equivalent to a sequence effect), 3 is the coefficient for enclosure area (X), a is type
of enclosure (two females or one female and one small male), 7 is the period effect (a period
is each one of the occasions on which a treatment is applied, for example first or second day),
7 is the direct treatment effect, and the terms in parentheses are interactions. In the random
effects part ¢, w, and s are the random effects of enclosure, week, and individual respectively,
and e are the within individual errors. All random effects are normal and independent of each
other. When analysing Approach Distance I included my approach speed and the interaction

approach speed* treatment. For the univariate analyses of Exp. 2 (all four variables —Table 1.2,

p. 9) I used the linear mixed model

Yijem = f+ & + ¢ + (£¢)ij + Sijk + Tm + Tfim] + Anfi,m—1] T €ijkm (1.2)

where all terms are as in the model for Exp. 1, except for £ which denotes sequence (sequence
is the order in which the within-individual treatments are applied). Model fitting proceeded as
in Exp. 1, except: a) I modelled the variance-covariance matrix of the within-individual errors
e (examining the fit of compound-symmetric, autoregressive, general —unstructured positive
definite—, and heteroscedastic error structures), because the data are repeated (>2) measures of
the same individual; b) if period (as categorical variable) was left in the model, T attempted to
simplify this structure by fitting linear and quadratic terms of period as a continuous variable.
To fit these models I proceeded as explained in Pinheiro & Bates (2000), Diggle et al. (1994),
and Littell et al. (1996).
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In Exp. 1, for Time to Reemerge and Time to Full Exposure, nine and five, respectively,
out of 30 (i.e., about 1/6 and 1/3) of the observations were right-censored (i.e., at 20 min the
lizards still had not re-emerged or fully re-emerged), and thus require the use of techniques
for censored data. I used the (first) approach suggested in Feingold & Gillespie (1996) after
log-ranking (e.g., Lawless 1982, p. 420) the observations. To obtain p-values I used systematic
permutation tests (Edgington 1995). In Exp. 2 Time to Reemerge and Time to Full Exposure
had only a few right censored observations (two and seven, respectively, out of 46). Although

residual plots did not indicate any problem with the models, I also analysed these data with

the method of Feingold & Gillespie (1996), analogous to Exp. 1.

In both experiments I measured four response variables (Table 1.2, p. 9). To prevent in-
ferential errors from four univariate tests of potentially correlated response variables, and to
test for overall differences in antipredator behaviour taking into account the covariation among
response variables, I used the multivariate permutation test for cross-over designs of Johnson
& Mercante (1996). To give equal weights to all variables I scaled them to a mean of zero
and variance of one before computing within-subject contrasts. (Simulations [Diaz-Uriarte &
Nordheim, in prep.| indicate that the Type I error rate of the multivariate test with log-ranked
censored data is the nominal one). T obtained the p-value for this test using systematic data

permutation.

Permutation and multivariate tests were performed with code written in SPlus v. 3.3 (Sta-
tistical Sciences 1995). For Exp. 1, in all permutation tests animals were reassigned to sequences
only within batch; for weeks two and three the permutation was conditional on the pattern of
missing data. Mixed models were fitted using the SPlus library nlme (Pinheiro & Bates 2000)
and SAS’s PROC MIXED (Littell et al. 1996). All p-values are two-sided.
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1.4 Results

1.4.1 Experiment 1: extended effects of aggression on antipredator be-

haviour

The multivariate test showed strong overall evidence of differences between intruder and control
presentation (p = 0.005). This overall difference is the result of differences between control and

extended conditions in Time to Reemerge and Time to Full Exposure.

There was evidence of period effects for Time to Full Exposure (p = 0.0408 in the second

day, lizards re-emerged fully sooner, suggesting habituation). More importantly, for both Time

Experiment 1

(a) Time to Reemerge (b) Time to Full Exposure
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Figure 1.1: Experiment 1, (a) Time to Reemerge and (b) Time to Full Exposure. Survival
curves (based on the Kaplan-Meier estimator of the survival function). The y-axis can be
interpreted as (a) "Probability of not having re-emerged" and (b) "Probability of not having
fully re-emerged." The cross denotes censoring. These figures do not take into account that
measures for the same individual are potentially correlated and that there are two distinct
sequences; they should not be used directly for hypothesis testing. P-values for treatment
effects (analysis following Feingold & Gillespie, 1996) are 0.0025 and 0.0058, respectively.
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to Reemerge and Time to Full Exposure, lizards re-emerged sooner if they had been in an
aggressive encounter instead of given a control treatment (Fig. 1.1, p. 12; p = 0.0025 and
0.0058 for Time to Reemerge and Time to Full Exposure, respectively). Thus, the results for
Time to Reemerge and Time to Full Exposure are consistent and in the direction predicted by
the first hypothesis. Analyses using mixed-effects models yielded the same qualitative results.

None of the analyses for any of the variables showed evidence of carry-over effects (p > 0.4).

There were no differences between control and extended treatment for (log of) Minimum
Distance. For (square root of) Approach Distance I found a significant interaction between
treatment and enclosure area (F} 13 = 12.86, p = 0.0033): Approach Distance increased with
area in the control treatment, but not in the extended treatment (from a reparameterised
model, regression coefficients for control and intruder are 1.03 and -0.385, respectively; s.e.=
0.414; t13.6 = 2.48 and —0.93, p = 0.0227 and 0.3654). There was weak evidence (F 12 = 4.51,
p = 0.0552) for a main effect of type of enclosure: approach distance was larger in enclosures
with two females than in enclosures with one female and one small male (back-transformed least
squares means are 7.4 and 4.11 m respectively). Although the speed of my approach did not
differ between treatments (mean difference intruder-control (s.e. = 0.018 £ 0.021 m/s, paired
t13 = —0.8675, p = 0.401), T included my approach speed in the models for Approach Distance;

neither the main effect nor its interaction with treatment were significant (p > 0.3).

1.4.2 Experiment 2: Differences between extended and immediate effects.

The multivariate test showed strong evidence of overall differences between extended and imme-
diate effects (p = 0.0130). This overall difference was due to differences in Approach Distance

and Minimum Distance.

Time to Reemerge and Time to Full Exposure did not differ between extended and immedi-
ate treatments. For (log of) Time to Full Exposure animals re-emerged sooner in later periods

of testing: the final model included only a linear effect of period (Fj 332 = 12.41, p = 0.0013;
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Figure 1.2: Experiment 2, Approach and Minimum Distance. Back-transformed adjusted means
( one s.e. This figure should not be used for hypothesis testing. P-values for treatment effects
(from mixed model) are 0.0240 and 0.0236 for Approach and Minimum distances, respectively.

regression coefficient + s.e. = -0.254 (+ 0.072), suggesting habituation. Analyses with Feingold

& Gillespie’s (1996) method also indicated no treatment effects.

Approach Distance and Minimum Distance differed between extended and immediate treat-
ments. For (log of ) Minimum Distance there were effects of both treatment and period; the final
model included a quadratic term for Period (Fi 209 = 6.42, p = 0.0194; coefficient for linear
term = 0.401, coefficient for quadratic term = -0.123) and a term for treatment (Fj 48 = 10.68,
p = 0.0236). As period of testing progressed, Minimum Distance decreased, suggesting habitua-
tion; more importantly, Minimum Distance in the immediate treatment was shorter than in the
extended treatment (Fig. 1.2, p. 14). For Approach Distance there was only an effect of treat-
ment (F 302 = 5.65, p = 0.0240). There was a 7% difference in my approach speed between
treatments (mean speeds for extended and immediate were 0.442 m/s and 0.473 m/s, respec-
tively; Fi 295 = 5.82, p = 0.0223, from a mixed model using lizard as random effect). However,
neither the interaction of approach speed with treatment, nor the main effect of approach speed

had any significant effect on Approach Distance (interaction: Fj i76 = 1.04, p = 0.3216; main
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effect: Fjg42 = 0.7, p = 0.6143). In summary, the results for both Minimum and Approach
Distance are consistent and in the direction predicted by the second hypothesis: lizards allowed
the potential predator to approach closer when they were engaged in an ongoing fight with a

conspecific intruder (Fig. 1.2, p. 14).

A possible explanation of the differences in Approach and Minimum distances are dilution
effects (see discussion). In Experiment 2 I also recorded whether the female was out of the
refuge. If dilution effects are important, experimental lizards should show shorter Approach or
Minimum distances when the female was out of the refuge. I compared the effect of a female
out on Approach and Minimum distances for the extended treatment. I also reanalysed the
final models for Approach Distance and Minimum Distance, allowing for the effect of female
presence/absence to differ between treatments. In no case was the presence of the female

significant (all p > 0.15).

No experiment compared immediate effects with a control. However, if we assume that the
animals from Experiment 2 would have shown differences between extended and control in the
same direction as animals from Experiment 1 did, we can summarise the results from both

experiments together as shown in Fig. 1.3 (p. 16).

1.5 Discussion

Past aggressive interactions (Experiment 1) decreased the amount of time male T. hispidus
spent hiding after a simulated predatory attack; when the predator attacked during an ongoing
aggressive encounter (Experiment 2), lizards also allowed the predator to approach closer (Fig.
1.3, p. 16). These results show: a) the existence of extended effects of aggressive behaviour
on antipredator behaviour; b) that extended effects differ from immediate ones. The results
are consistent with the two economic (adaptive) hypotheses stated in the introduction: a)

past presence of an intruder can indicate an increase in the probability of future intrusions,
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and therefore if a predator attacks soon after an aggressive interaction is over, a territorial
resident should modify its behaviour to decrease the chances of territorial intrusions at the cost
of increased predation risks, and b) current presence of an intruder increases territorial costs
of hiding with respect to past presence of an intruder, and thus territorial residents should
show further increases in their exposure to predation when the predator approaches during an

aggressive encounter.

Extended effects of aggression on antipredator behaviour (Experiment 1) have not been
reported before, but the increase in predation exposure when the lizards were involved in a
fight 5 min before the attack of the predator is consistent with economic models of antipredator
behaviour (Ydenberg & Dill 1986; Clark 1994). The results indicate that extended effects affect
mainly re-emergence time, not approach distances. A predatory attack is generally a fast event
and the rate of increase of the ability to monitor the territory by delaying flight is probably
small compared to the rate of increase of mortality risk. Thus, extended effects on approach

distances are likely to be non-existent or difficult to detect when present. In contrast, changes
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in re-emergence can result in increased ability to monitor the territory without large increases

in mortality risk.

The immediate effects (Experiment 2) are consistent with those observed by Jakobsson et
al. (1995) in both the cichlid, Nannacara anomala, and the warbler, Phylloscopus trochilus,
where animals engaged in an aggressive interaction allow a predator to approach closer than
animals exposed to a control stimulus (see also Brick, 1998). The data presented here also show
that immediate effects resulted in a decrease in time to reemerge (with respect to a control).
However, the immediate effects did not result in further decreases in times to reemerge compared
to the extended effects, despite the potentially larger intrussion costs in the immediate condition

(see Introduction).

In general we should expect different components of the antipredator behaviour to be dif-
ferentially affected by aggressive interactions, as hiding quickly can have very different con-
sequences in terms of mortality from predation and intruder detection than re-emerging late.
These results emphasise the need of measuring the components of the antipredator strategy
that best characterise the key behavioural decisions involved in predator avoidance (e.g., Lima

& Dill 1990) and intruder detection.

The immediate effects on Approach and Minimum Distance (Experiment 2) could be ex-
plained by the non-adaptive “sensory limitation hypothesis:” an animal involved in a fight might
be unable to detect a predator as fast as an animal that is not involved in a fight (e.g., Bernays
& Weislo 1994; Milinski 1984). Sensory limitation seems to be the mechanism invoked by Brick
(1998) and by Jakobsson et al. (1995) to explain the decrease in approach distance during in-
traspecific fights in both warblers and cichlids. In its most extreme form, the sensory limitation
hypothesis predicts that an animal will initiate escape as soon as the predator is detected. In
contrast, the economic hypothesis emphasises the decision component (Ydenberg & Dill 1986):
the decrease in approach distance in the immediate treatment would be the result of a change

in the perceived cost of hiding and not of a decrease in the ability to detect predators. It is not
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possible to differentiate between the two hypothesis with the approach distance data, as both
make similar predictions regarding approach distance in the first approach of the predator. It
is difficult to determine the exact moment when a predator is detected, but the two hypotheses
could be differentiated by increasing the costs of hiding: the economic hypothesis would predict
increased exposure to predation, whereas the sensory limitation hypothesis would predict no
change in antipredator behaviour. Further work to elucidate whether the changes in approach
distance in the immediate condition are due to sensory limitations, to an economic decision, or

a combination of both, is warranted.

A third explanation for the reduction in approach distance in the immediate treatment are
dilution effects: if the predator can only capture a single prey the chances that the resident
is the victim decrease in the immediate treatment because there are two lizards in the area.
The tests in Experiment 2 (presence vs. absence of female out of the refuge), although do
not conclusively exclude dilution effects, suggest that the changes in approach and minimum

distances in the immediate treatment were not solely a result of dilution effects.

In contrast, the differences in Time to Reemerge and Time to Full Exposure between the
control and the extended conditions (Experiment 1) cannot be explained by the sensory lim-
itation hypothesis or by dilution effects. Thus, the economic hypothesis provides the best

explanation for the changes in time to reemerge.

Past aggressive interactions with intruders can affect the subsequent behaviour of a ter-
ritorial holder. Great tits invest more time in territorial vigilance (at the cost of decreased
foraging) after encountering intruders (Ydenberg & Krebs 1987; Kacelnick et al. 1981); in
the lizard Sceloporus jarrovi the frequency of most displays’ peaks shortly after an encounter
(Moore 1987; also Thompson & Moore 1992 for Urosaurus ornatus); in several taxa, following
a previous victory, there is an increase in the probability of winning subsequent encounters
(Adamo & Hoy 1995; Chase et al. 1994). Functionally, these different phenomena can be a

response by the territorial resident to a transient increase in the probability of re-intrusion by
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the same intruder; and extended effects of aggression on antipredator behaviour are consistent
with minimisation of the increased risk of territorial intrusion caused by a transient change in
the probability of future intrusions. Thus, a similar functional explanation can underlie differ-
ent behavioural phenomena where animals change their aggressive/antipredator behaviour as a

response to local changes in their social environments (e.g., Oliveira et al., 1998).

Extended effects show a connection between antipredator and aggressive behaviour which
should vary with the defensibility of resources, and that can influence the (co)evolution of these
sets of traits, by increasing both predation related costs of territorial behaviour and territorial
costs of hiding. The hypothesis underlying extended effects is testable, using both within- and
among-species comparisons. Given that an economic reasoning is the basis of the extended
effects, it will also be particularly important to understand the relative contributions of percep-
tual constraints, dilution effects, and increased hiding costs in the effects of an ongoing fight on
approach distances, and, ultimately, measure the fitness consequences of different antipredator

responses following an aggressive encounter.
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Chapter 2

Antipredator behavior changes
following an aggressive encounter:

effects of testosterone manipulations

2.1 Abstract

Changes in antipredator behavior following a conspecific territorial invasion suggest that males
of the lizard Tropidurus hispidus incur greater predation risks to minimize potential costs from
future conspecific intrusions. Elevated testosterone levels in several lizard species result in males
that increase their allocation to territorial defense at the expense of other costs. Consequently,
we expected that elevated testosterone would: (1) increase exposure to predation; (2) produce
a disproportionate increase in exposure to predation following a past aggressive interaction.
We manipulated testosterone levels of male T. hispidus using subcutaneous testosterone im-
plants. Our results provide strong evidence that past aggressive interactions result in increased
exposure to predation and that the type of first encounter (aggressive interaction with a con-
specific vs. control presentation) had long-lasting effects on antipredator behavior. We found
no evidence of an association between aggressive and antipredator behaviors, or of differences
in aggressive behavior related to testosterone treatment (but we found indication of a decrease
in aggression with increasing corticosterone plasma levels). There was evidence of changes in

antipredator behavior associated to hormonal treatments, but in a different direction from the
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one hypothesized. We discuss these results in the context of absence of changes in aggressive
behavior related to testosterone, possibly related to housing conditions, and suggest that future

studies might benefit from focusing on the role of corticosterone.

2.2 Introduction

Recent empirical work (Diaz-Uriarte, 1999) has shown that past aggressive interactions can
affect antipredator behavior: males of the lizard Tropidurus hispidus reemerge sooner from
a refuge after hiding from a predator if the predator attacks 5 min after the resident male
has chased away a conspecific intruder male. Those results are consistent with the economic
hypothesis that male T. hispidus incur greater predation risk to minimize the potential cost of
future territorial intrusions. Functionally, this hypothesis rests on two assumptions: first, that
intruders are persistent, so that a past aggressive interaction can inform a territorial resident
that subsequent intrusions are likely; second, that successful defense of a territory is relevant for
reproductive success. The territorial costs of hiding increase if intruders are persistent because
the same amount of time in hiding can result in a much larger decrease in reproductive success

if an intruder is likely to return.

The proximate mechanisms underlying the change in antipredator behavior following an
aggressive encounter are unknown. There is evidence from sheep (Vandenheede & Bouissou,
1996; Bouissou & Vandenheede, 1996) that increased testosterone results in decreased fearful-
ness (testosterone can also decrease nest defense against predators by decreasing the likelihood
of males with high testosterone being present at a nest —Cawthorn et al., 1998— but this is
not contradictory with the previous evidence). Other hormones such as thyroid hormone and
growth hormone (e.g., Abrahams & Pratt, 2000; Abrahams & Sutterlin, 1999; Johnsson et al.,
1999, 1996) have been shown to affect antipredator responses by modifying the antipredator-
foraging trade-off. To our knowledge, there is no previous work on the effects of testosterone

on antipredator behavior operating by modifying, physiologically, the antipredator-territorial
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defense trade-off. However, it has been well documented that androgen hormones are involved
in territorial defense in lizards (e.g., Sceloporus jarrovi: Moore, 1988; Moore & Marler, 1987;
Marler & Moore, 1989, 1991; Anolis sagrei: Tokarz, 1987, 1995; Uta stansburiana: DeNardo
& Sinervo, 1994; Psammodromus algirus: Salvador et al., 1997). Therefore, the evidence from
temperate-zone lizards indicates that increased testosterone levels result in males that increase
their allocation to territorial defense at the expense of other costs (such as survivorship or

foraging).

If testosterone does increase the allocation to territorial defense, we would anticipate that
increases in testosterone will modify the trade-off between antipredator behavior and territorial
defense so that, when faced with a predator, animals with increased testosterone levels will incur
greater predation risks to minimize the risk of territorial loses. This effect should manifest itself
as a decrease in the distance between predator and prey when the prey initiates escape (ap-
proach distance) and/or a decrease in the time to reemerge from a refuge following a predatory
attack. In addition, the effects of testosterone on antipredator behavior could be enhanced if the
predator attacks shortly after a territorial resident has evicted a conspecific intruder because
the territorial costs of hiding can be particularly high. Thus, elevated testosterone levels are
predicted to cause a disproportionate decrease in approach distance and/or time to reemerge
when the predator attacks shortly after a conspecific intrusion. In other words, we should ex-
pect an interaction between testosterone level and the effects of a past territorial intrusion on

antipredator behavior. These hypotheses can be examined using hormonal manipulations.

Manipulation of hormone levels can also help investigate whether aggression and antipreda-
tor behavior are physiologically linked, and can increase the variation in aggressive and an-
tipredator responses thus making covariation patterns among these two sets of traits more
detectable (e.g., see Sinervo & Basolo, 1996 for discussion of phenotypic manipulations). Ge-
netic correlations among different functional categories of behavior could have dramatic effects

on behavioral evolution, because of correlated responses to selection (Stamps, 1991). The si-
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multaneous collection of data on aggression and antipredator behavior allow one to examine
if, at least phenotypically, these two sets of behaviors are correlated. Despite the value of this
approach, studies that focus on the correlation of functional categories with major fitness effects
are still rare (Sih, 1992; Stamps, 1991). Nevertheless, a phenotypic correlation between aggres-
sive and antipredator behavior has been found in a few cases (spiders: Reichert & Hedrick,
1993; see also Huntingford, 1976; Tulley & Huntingford, 1988), and it has been suggested that
hormones could be the link between these two functional categories (Reichert & Hedrick, 1993;

Stamps, 1991). But this hypothesis has not been tested.

In this paper we examine the effects of testosterone manipulations on antipredator behavior
and on the changes in antipredator behavior following a conspecific intrusion, in males of the
lizard Tropidurus hispidus, for which there is evidence that past aggressive interactions result
in changes in antipredator behavior (Diaz-Uriarte, 1999). We also present data on testosterone
plasma levels and the effects of testosterone manipulations on the aggressive behavior of a
tropical species of lizard; most of the evidence for the effects of testosterone on aggressive
behavior of lizards comes from temperate-zone species (see references above). In contrast, both
male and female Tropidurus hispidus are aggressive and territorial (pers. obs.), and are capable

of reproducing throughout the year (pers. obs.; also VanSluys, 1993).

2.3 Methods

2.3.1 Animals and study site

Experiments were conducted between 26 July 1997 and 2 January 1998 at the Nisia Floresta
Forest Experimental Station, EFLEX-IBAMA, (6° 5’ S, 35° 12’ W), located 45 km from Natal
(Northeastern Brazil). We used adult males of the lizard Tropidurus hispidus (snout-vent
length [SVL| 70-130 mm), a widespread, diurnal, sit-and-wait iguanine lizard in South America

(Rodrigues 1987; Vitt 1995). Experimental subjects were adult males (SVL > 100 mm) captured
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in villages close to the station that had not been used in other experiments. Intruders (adult
males SVL > 90 mm) were used a maximum of three times and were never injured by the
experimental procedure. The same experimental animal was not exposed to the same intruder

more than once. All animals were released in the area of capture at the end of testing.

2.3.2 Enclosures and animal husbandry

Details on enclosures and animal husbandry are described in Diaz-Uriarte (1999). Briefly, we
used enclosures to minimize variation in behavior. Enclosures were located in open patches
in plantation areas and measured 2 by 2 m. Enclosures were 1 m high, constructed from
transparent plastic attached to a wood frame. Fach enclosure contained two refuges made
with bricks and roof tiles that offered protection and were readily used by the lizards as hiding
places. Enclosures were partially covered from above to provide shade during the central hours
of the day, and also included one adult female. In four cases, females disappeared before the
end of the testing period, probably from predation. All females were randomly assigned to
enclosures/males, except that females SVL had to be at least 5 mm less than that of the males

(in the field, males were associated with females smaller than themselves; pers. obs.).

We placed a blind 7.5 m away from the enclosure. Using suspended fishing lines, we could
move an intruder from behind the blind to inside the enclosure and retrieve it at the end of the
trial, without ever leaving the blind. Enclosures were more than 15 m apart with dense and
tall intervening vegetation ensuring no visual contact between them, and were placed in areas
where, during a period of ten months, we only observed four free-ranging adult T hispidus (one
male, three females). Thus, interactions with naturally-occurring conspecifics should have been

extremely rare.

Every two to three days lizards were fed a diet of crickets, meal worms, fly maggots, roaches
and beetles (dusted with a multi-vitamin preparation —Reptivite— once a week), and a mixture

of egg, powdered milk, and fruit, and were provided with water in several water containers.
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Between trials, we thoroughly cleaned all bricks and tiles and either removed the upper 3-5
cm of soil, or added 3-5 cm of soil, to minimize the persistence of possible chemical marks or
pathogens from previous residents. Animals in the enclosures displayed normal antipredator,
aggressive, and mating behavior (see Diaz-Uriarte, 1999). While in the enclosures, lizards were

rarely approached by humans.

2.3.3 Experimental design, antipredator tests, aggressive behavior

This study involved two experimental factors: an among-individual treatment (hormonal treat-
ment) and a within-individual treatment (territorial intrusion). The hormonal treatment had
three levels: empty implant (control), single testosterone implant, double testosterone implant.
At the time this experiment was carried out, no information was available on the natural range
of variation of testosterone levels in this species and therefore we used three different levels for
the testosterone manipulation. In the empty group, animals were given two empty implants;
in the single implant, animals were given one empty and one testosterone-filled implant, and in
the double group, animals were given two testosterone-filled implants. Hormone implants were
of silastic tubing (5 mm packed length; ID 1.47 mm, OD 1.96 mm) and were placed subcuta-
neously, one in each side of the body, after making a small incision. Implants had been left
in saline solution for 24 h before implantation. Before surgery, animals were immobilized with
cold and given lidocaine (0.02 ml, 0.2% solution) in the place of the incision. By the time the
lizards were released back in the enclosures they were fully active. The implants used in this
study were of the same size as those used for male Sceloporus jarrovi (Marler & Moore, 1988),

which weigh approximately half as much as T. hispidus adult males.

The territorial intrusion treatment (the within-individual treatment) had two levels: in-
truder and control. In both cases, we presented the male lizard with a stimulus (intruder or
control) and, five minutes later, measured its antipredator behavior by simulating a predatory

attack. A test (stimulus presentation + antipredator test) lasted approximately 40 min per
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animal. In the intruder condition, we introduced an intruder adult male and left it inside the
enclosure for a maximum of 15 min. Once the resident attacked, the intruder was left inside for
3 min or six attacks, whichever came first (this is slightly different from Diaz-Uriarte, 1999).
If the resident had not directed at least three attacks during the 3 min, the intruder was left
inside the enclosure until that criterion was met. After the trial was over, we retrieved the
intruder to the blind, and then waited another 2 min before carrying out the antipredator test.
In the control condition, we introduced a wood stick (of approximately the same size and color
as an adult male) in place of an intruder, and left it inside the enclosure for 4 min 10 sec (the

median latency to attack from data in Diaz-Uriarte, 1999).

The variables used to characterize antipredator behavior (Table 2.1, p. 30) reflect the two
key behavioral decisions of a T. hispidus faced with an attacking predator: when to initiate
escape from the predator and, after hiding, when to reemerge from the refuge. We used a human
as a simulated predator. To run the antipredator test, one of us positioned himself 13 m away
from the enclosure (4.5 m behind the blind) and approached the lizard directly at a moderate
speed (mean = 0.22 m/s, s.d. = 0.036 m/s). Whenever the lizard moved, the experimenter
stopped for 15 sec and recorded his position and the lizard’s position, and then approached
again. The approach-and-stop continued until the lizard hid, and then the experimenter moved
to a spot 4.5 m from the enclosure, and remained motionless for 20 min. The experimenter
recorded all his own movements and the lizard’s behavior using an HP-48GX calculator for
continuous event recording. All tests and observations were conducted by the same person
(R. D.-U.) when lizards were active and air temperature (shaded bulb at 1.5 m) was higher
than 26 °C. The experiment was blind with respect to hormone treatment: when antipredator
tests were conducted, the experimenter was unaware of the hormone treatment group of the
lizards. Aggressive behavior was characterized using the four variables shown in Table 2.2 (p.

30), measured during the presentation of the intruder.

The territorial intrusion treatment was applied according to a typical cross-over trial (e.g.,



Table 2.1: Response variables used to measure antipredator behavior.

Variable

Description

Approach distance

Minimum distance

Time to reemerge

Time to full exposure

Distance between observer and the lizard when the lizard
first initiated flight.

Minimum distance between the observer and the lizard be-
fore it initiated flight; the same as approach distance if
lizards run directly to hiding or hide within 15 sec of their
first flight.

Time since the lizard hid until it reemerged (i.e., until at
least all the head was visible out of the refuge).

Time since the lizard hid until it was fully exposed (all the
lateral surface of the body —mnot including the tail— was
visible out of the refuge.

Table 2.2: Response variables used to measure aggressive behavior.

Variable

Description

Latency to first attack

Interval between first
and third attacks
Displays before attack

Displays after attack

Time between when the intruder is introduced in the enclo-
sure and the resident directs its first attack (rapid movement
towards the intruder) or bite.

Time between when the resident directs its first and the third
attack or bite.

Number of displays (head bobs, push-ups) by the resident
since the intruder is introduced in the enclosure until the
resident directs its first attack.

Number of displays (head bobs, push-ups) by the resident
between the time the intruder is returned behind the blind
and the antipredator test is started. This is a 2 min period.
The time it takes to return an intruder behind the blind is
approximately 2 min.

30
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Jones & Kenward, 1989; Diaz-Uriarte, 2000 a & b); we used the two sequences CIIC and ICCI
(i.e., animals in sequence CIIC were first given the control treatment, the following day the in-
truder treatment, the third day the intruder and the fourth day the control treatment). There-
fore, the experimental unit is different for the within- and the among-individual treatments.
The effects of a territorial intrusion are estimated using within-animal comparisons, whereas

the effects of the hormonal manipulation are estimated using among-animal comparisons.

In addition to the two experimental treatments, two potential sources of variation are en-
closures and batches. The same six enclosures were used throughout the experiment. We
conducted trials in batches, with each batch containing six males (one per enclosure). We used
batches as a form of blocking because: 1) we had no information about possible variation in
testosterone levels throughout the year, and this experiment was run over a six month period;
2) there was temporal variation in the type of food available; using batches we could ensure
that, within a batch, all animals were provided with the same type and quantity of food, and
at similar days/hours. In each batch, two males were assigned to each of the three levels of the
hormone treatment. Within each of the hormonal treatments, one male was randomly assigned
to one of the sequences and the other male to the other sequence. Assignment of animals to the
hormonal treatment was by restricted randomization (certain assignments were not allowed).
Animals were ranked by mass and randomized among hormonal treatments. Non-allowed com-
binations were those where the same hormonal treatment would have been assigned to either
the two largest or the two smallest animals. Thus, out of a total of 90 possible assignments, 30
were not allowed. This was done to ensure adequate interspersion (Hurlbert, 1984) with respect
to size to eliminate the possibility of confounding hormonal manipulations with variations in

size.

The experiment was designed so that, at completion, each enclosure would have been used
twice with each hormonal treatment (and once with each combination of hormonal treatment by

sequence). This results in a layout resembling a Latin square: in each batch, the three hormonal
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Table 2.3: Experimental design: enclosure, batch, hormonal treatment, and aggression-
treatment sequence. D: double testosterone implant. S: single testosterone implant; E: two
empty implants. Bold: sequence CIIC for the aggression treatment. Empty cells are missing
data. In two cases (one S-male and one E-male), the animals could not be tested because of
extreme shyness and lack of habituation. In three cases (two S-males and one E-male) males
died during the study. In two cases (one S-male and one E-male) males disappeared, probably
because they were eaten by an opossum (Didelphis albiventris). One animal (S-male) could
not be tested because, during the three week period, there was continuous human activity
around the enclosure. Note that the pattern of missing data cannot be related to the hormonal
manipulation.

Enclosure

1 2 3 4 5 6

B 1 D S S E D
a 2 S E E D D
t 3 E S E D D S
¢ 4 S D D E
h 5 E D D E S
6 S E S

treatments are replicated twice, and for each enclosure over the whole experiment, the three
hormonal treatments are replicated twice. We randomly chose the square used. This scheme
was maintained for the first five batches. At the end of the fifth batch, however, we had been
able to get behavioral measurements from ten doubly-implanted males, seven single-implanted
males, and eight empty-implanted males. Keeping the same design for the sixth batch could
have resulted in even further unbalance, and thus for the sixth batch we assigned three of
the enclosures to single-implanted males and three to empty-implanted males, randomly. The

actual design used is shown in Table 2.3 (p. 32).

In each batch the protocol was as follows. A male and a female were introduced in each
enclosure on day one. They were fed and allowed to habituate for two or three days. On day
four or five or early on day six, we took males out of the enclosures and surgically implanted
them with testosterone-filled or empty silastic implants (see below). Males were returned to
their enclosures within three hours. Thus, by day six all animals had been given hormone

implants. For another 11 to 14 days (most studies with lizards that involve hormone implants
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leave implants in place between one and three weeks before behavioral testing —e.g., Marler &
Moore, 1989, 1991; DeNardo & Sinervo, 1994) animals were fed regularly and habituated to the
intruder-delivery system (see Diaz-Uriarte, 1999 for details of habituation). During the next
four days we measured antipredator behavior, as specified by the sequences of within-individual
treatments. Most batches were completed by day 22. During the first hours of activity on day
23 (i.e., one day after the last test was completed), we entered the enclosures and obtained a
blood sample from the males. All blood samples were obtained within 4 min of entering the
enclosure, and the samples for all males in a batch were obtained within one hour. Usually a new
batch of lizards was introduced in the enclosures on day 23 or 24. We removed the testosterone
implants from males, and males and females were released in the areas where they had been
captured. Animals were marked by toe-cliping; this allowed to individually identify each animal
and prevented using the same animals more than once in the experiment. All animals within a
batch were subject to the main manipulations (introducing them in enclosures, baseline tests,
surgery) at the same time, but there were minor variations from batch to batch (because of
weather). Throughout the study period the hours of testing changed to accommodate shifts
in activity periods, and as summer progressed we also increased the shaded area within the

enclosures.

Blood samples for hormone assays were collected from the post-orbital sinus using hep-
arinized tubes. Blood was centrifuged, and plasma extracted and frozen at -10 °C. In addition
to the experimental animals, during the months of January, March, and December we collected
blood samples from another 33 adult males from several nearby areas (see Fig. 2.1, p. 39). To
determine plasma levels of testosterone and corticosterone, radioimmunoasay was performed as
described in Moore (1986) and Foufopoulos et al. (2000), following ether extraction of plasma
and chromatographic separation of the steroid hormones from each other and from interfering
lipids on a diatomaceous earth : propanediol : ethylene glycol microcolumns. Each sample was
assayed in duplicate. Intra-assay coefficients of variation were 1.3% for testosterone and 1.8%

for corticosterone. Inter-assay coefficients of variation were 4.6% for testosterone and 11.4% for
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corticosterone. Testosterone and corticosterone plasma levels for all the experimental animals

were determined in a single assay.

2.3.4 Statistical analyses

Effects of hormonal manipulations on hormone levels (testosterone and corticosterone) and
aggressive behavior (Table 2.2, p. 30) were initially examined using linear mixed-effects models,

with

Yijkt = B+ i + &+ (0)ij + ek + b + eijm, (2.1)

where y is the response, in the fixed effects part u is the intercept, n is the hormone treatment,
£ is the effect of sequence, and the term in parentheses is the interaction hormone*sequence. In
the random effects part, ¢, b, and e are the random effects of enclosure, batch, and individual,
respectively; all the random effect terms are assumed normal and independent of each other.
For hormone levels, only one measure per individual was available. For aggressive behavior,
two observations were available; however, as the objective was to relate aggressive behavior to
hormone treatment, before the analyses we obtained the mean of the two responses (or the
mean of a suitable function of the responses, such as the log) for each individual. When testing
for effects of batch and/or enclosure on testosterone and corticosterone plasma levels, however,
the p-values were obtained from ANOVA models with batch and enclosure as fixed effects,
since likelihood ratio tests of the hypothesis that a variance component is zero can be overly

conservative (Pinheiro & Bates, 2000; Verbeke & Molenberghs, 1997).

We examined effects of hormonal manipulations on aggressive behavior with multivariate
analysis of variance (MANOVA; Krzanowski, 1990; Morrison, 1990), with hormone treatment
group as the explanatory variable and the four aggressive behavior variables as responses. We
also examined the effects of plasma levels of testosterone and corticosterone and their possible

interaction on aggressive behavior using multivariate regression (the extension of MANOVA
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for continuous explanatory variables). Because of the exploratory nature of this part of the
study, and to prevent for decreases in power related to violations of assumptions of MANOVA
(equality of covariance matrices across groups) we also examined test-wise p-values of each of
the responses variables. To provide protection against inflated Type I error rates, we adjusted
for for multiple tests using Holm’s sequentially rejective procedure (see Rice, 1989; Wright,

1992), with an family-wise error rate of 15 % (see Chandler, 1995).

Approach distance and minimum distance (Table 2.1, p. 30) were analyzed with linear
mixed-effects models. We used the parameterizations in Jones & Kenward (1989), adding
several covariates and random effects (see also Diaz-Uriarte, 2000 b); the full model examined

was

Yijkimn = p+ 1 + & + (0€)ij + i + by + Skt + T + Tofjm) +

)‘n[j,mfl] + (nﬂ)zm + (777')m + (n)‘)zn + Cijkimn, (22)

where everything is as in expression (2.1), with the addition of: 7 (period effect), 7 (territorial
intrusion effect), A (first-order carry-over effect), and s (random effect of subject —lizard);
terms in parentheses denote interactions. As is common in cross-over designs, we assumed
only first order carry-over effects and no interactions of carry-over by treatment (i.e., carry-
over of treatment A on treatment B is the same as carry-over of treatment A on treatment
A). When analyzing approach distance, we also included a main effect for approach speed
during the simulated predatory attack, as well as the interactions of approach speed with
hormone treatment, sequence, and territorial intrusion. To examine the effects of plasma levels
of testosterone and corticosterone, we used a model similar to (2.2), but we fitted simultaneously
log testosterone and corticosterone plasma levels instead of hormone treatment. To account for
possible non-linear effects of plasma levels of testosterone and corticosterone, we fitted models

with quadratic terms and used added-variable plots (e.g., Hocking, 1996).

To fit the mixed-effects models, we proceeded as explained in Pinheiro & Bates (2000), Diggle
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et al. (1994), and Littell et al. (1996). Briefly, we started with the full model, examining the fit
of different covariance structures (compound symmetric, autoregressive, heteroscedastic) for the
appropriate random effects; we used residual plots to asses the adequacy of the model, the need
for transformations of the response, and possible influential points. After selecting a covariance
structure, fixed effects terms were dropped sequentially from the model until all remaining
terms had p < 0.05. If period (as categorical variable) was left in the model, we attempted
to simplify this model by fitting linear and quadratic terms of period as a continuous variable.
In addition, if the final model did not include some of the variables of primary importance
(hormone treatment, territorial intrusion, their interactions, and the interaction of hormone

treatment with sequence) we reexamined if they needed to be included in the final model.

The variables time to full exposure and time to reemerge had 46 and 11 out of 110 obser-
vations (about 42% and 10%) right-censored (i.e., in 46 trials lizards had not fully reemerged
and in 11 trials lizards had not reemerged at the end of the 20 min observation period), and
therefore require the use of survival analysis. We used Cox’s proportional hazards model (e.g.,
Klein & Moeschbereger, 1997), with a full model analogous to the one in (2.2). Briefly, with this
model the response is the hazard ratio, which can be thought of as the instantaneous probability
of reemergence— given no reemergence until that moment; this hazard ratio is modeled as the
product of a baseline hazard ratio*exponential of the sum of the covariate effects. To account for
repeated measures within individuals, we used gamma frailty models (Klein & Moeschberger,
1997; Therneau & Grambsch, 2000; a frailty is equivalent to a random effect); these models
generally yielded the same results as the marginal Cox model for multivariate survival data of
Lee, Wei and collaborators (Lee et al., 1992; Lin, 1994; Wei et al., 1989). However, statisti-
cal tools for the inclusion of more than one frailty term are still not well developed; thus, for
the survival analyses we regarded batch and enclosure as fixed-effects. We examined residuals
for model adequacy and influential points (Klein & Moeschberger, 1997; Collet, 1994); model
fitting proceeded analogous to approach and minimum distance (except testing was based on

likelihood-ratio tests for frailty models).
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In terms of the hypothesis discussed in the introduction, if testosterone modifies the effects of
past aggressive interactions on antipredator behavior, we should observe a significant interaction
term between hormone treatment and territorial intrusion treatment (n7). In the absence of
this interaction, an overall change in antipredator behavior related to hormonal manipulations

will be manifested as a significant main effect of hormone treatment (7).

We examined possible phenotypic correlations among antipredator and aggressive responses
with canonical correlation analysis (e.g., Krzanowski, 1990; Morrison, 1990) using the four ag-
gressive responses and two of the antipredator responses. Briefly, canonical correlation analysis
attempts to find the largest possible correlation(s) between a linear combination of the first set
of variables and a linear combination of the second set of variables; these linear combinations
are the canonical variates, and the correlations among them are the canonical correlations. In
our particular case, there are two canonical correlations (where the second canonical correla-
tion is the largest possible, constrained by the new canonical variates being uncorrelated with
the first ones). Thus, canonical correlation is somewhat similar to multiple regression, except
both the “response” and the “predictors” are multivariate, and we make no distinction between
response and predictor variables. We averaged, for each individual, the value of each aggressive
response (or a suitable function of it, such as log) over the two aggressive encounters. For
the antipredator responses, however, we only used the first trial where the animal had been
subjected to a control (i.e., not a territorial intrusion); using all four trials for antipredator
response could have confounded variation in antipredator behavior with variation in antipreda-
tor behavior following a territorial intrusion. Similarly, because of sequence and period effects
in antipredator responses (see Results), the use of both control trials could have increased the
variability of the responses, and it is not clear how to adjust for sequence effects in the presence
of sequence*hormone interactions (see Results). For all observations from the first control trial
Approach and Minimum distance had identical values, and thus only one of them was used
in this analyses. Time to Full Exposure was not included as 40% of the observations were

censored (see Results). We examined the hypothesis of no association between aggressive and
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antipredator behavior by testing that the canonical correlations are zero with a likelihood ratio

test, as explained in Krzanowski (1990, p. 447 and ff.).

Linear mixed-effects models were fitted using the R library nlme (Pinheiro & Bates, 2000)
and SAS’s PROC MIXED (Littell et al. 1996). Survival models were fitted with the survival
5 library (originally by T. Therneau, ported to R by T. Lumley) for R. Canonical correlations

were performed with R (library mva). All p-values are two-sided.

2.4 Results

2.4.1 Effects of hormonal manipulations on hormone plasma levels and ag-

gressive behavior

Figure 2.1 (p. 39) shows the plasma testosterone and corticosterone levels for the three treatment
groups and a set of 33 wild adult males. We used (natural) log transformed data; analyses with
data in the original scale showed apparent outliers and very highly influential points, as well
as asymmetric normal probability plots; moreover, a log transformation helped stabilize the
variance and might be a natural transformation for a measure of concentration (where, in the
original scale, the variance can increase with the mean). For log testosterone, there was no
evidence of either batch —i.e., seasonal changes— or enclosure effects (F5 15 = 1.44, p = 0.2671
and F5 15 = 0.40, p = 0.8414, respectively), but strong evidence (Fh 95 = 8.58, p = 0.0015)
of hormone treatment; these conclusions do not change if we exclude the individual from the
single implanted group with lowest testosterone level (this individual had a studentized residual
of -3.26, which is significant at the 0.05 level after bonferroni correction). For log corticosterone
plasma levels there was no evidence of batch, enclosure, or hormone treatment effects (F5 15 =
0.64, p = 0.6716, F515 = 2.00, p = 0.1362, and Fhr95 = 1.33, p = 0.2833, respectively).
However, there was strong evidence of a decrease in the variance of log corticosterone plasma

levels with hormone treatment (x3 = 10.63, p = 0.0049 from a likelihood ratio test between
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Figure 2.1: Plasma testosterone and corticosterone levels of the experimental animals and a set
of 33 wild caught males.

heteroscedastic and homoscedastic models). There was no evidence of an interaction between
sequence and hormone treatment or of a main effect of sequence in either corticosterone or
testosterone plasma levels (interaction: Fp9o = 0.41 and 0.80, p = 0.6692 and 0.4642 for
corticosterone and testosterone, respectively; main effect of sequence: Fj g0 = 0.23 and 0.37,
p = 0.6363 and 0.5490). There was no evidence of a difference in log corticosterone plasma
levels between wild and empty implanted animals (1503 = 0.59, p = 0.5648 from a Welch
two-sample t-test), but there was strong evidence of higher testosterone plasma levels in empty
implanted than wild animals (t17.2 = 3.23, p = 0.0049), in spite of the large overlap in values.
These results do not change if we only use wild animals with SVL > 100 mm (t27.17 = 4.59, p <
0.0001). There was no correlation between log plasma levels of testosterone and corticosterone
(p =0.03, 28d.f., p = 0.4435). Whether animals had been involved in an aggressive interaction
the day before or two days before did not affect plasma levels of log testosterone (Fj 23 = 0.88,

p = 0.3584) or log corticosterone (Fj 26 = 0.84, p = 0.3666).
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Figure 2.2: Aggressive behavior of resident male as a function of hormone treatment group.
Explanation of variables in Table 2.2 (p. 30).

The y-axis is log(seconds) for the time variables and log(number +0.5) for number of displays
before and after attack.

A MANOVA using the aggressive behavior variables (Table 2.2, p. 30) provided no evidence
for effects of testosterone manipulations (Pillai’s trace=0.37, Fg 42 = 1.20, p = 0.32), as can be
seen from Fig. 2.2 (p. 40). A multivariate regression using log testosterone and log corticosterone
plasma levels and their interaction as independent variables provided no evidence of an interac-
tion between plasma levels of testosterone and corticosterone (Pillai’s trace—0.12, Fy 19 = 0.65,
p = 0.64) or a main effect of testosterone (Pillai’s trace—0.24, Fy 90 = 1.59, p = 0.21), and very

weak evidence (Pillai’s trace=0.29, Fy 9 = 2.06, p = 0.12) that animals with higher plasma
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levels of corticosterone are less aggressive in intruder encounters. In fact, test-wise p-values for
the effects of corticosterone on aggressive behavior variables (Table 2.2, p. 30) are 0.0256 for
latency to attack (log of latency to attack increases with log of corticosterone with slope + s.e.
0.2806+0.1164); p=0.0414 for interval between first and third attack (interval between first and
third attack increases with increasing corticosterone (slope + s.e: 0.4035 4 0.1881); p=0.0641
for number of displays after attack (slope + s.e. for corticosterone: —0.4040.20); p=0.7325 for
number of displays before the first attack. Ordering the p-values and using Holm’s method, the
adjusted p-values for corticosterone are 0.1024, 0.1242, and 0.1282 (latency to attack, interval
between first and third attack, number of displays after attack), suggesting that aggression

might decrease with increasing corticosterone levels.

When examining the correlation between aggressive and antipredator behavior, a likelihood
ratio test of the hypothesis that none of the canonical correlations was different from zero yields
a p-value of 0.1236 (X% = 12.67 for association among aggressive and antipredator responses
which, if anything, based upon the loadings, would suggest that animals that minimize risks
from a predator are also those with higher aggressiveness). Thus, there is no evidence of an

association between aggressive and antipredator behaviors.

There was no evidence of changes in mass or SVL in the experimental males (paired t-tests;
comparison final and initial mass: to7 = 0.31, p = 0.7579; comparison final and initial SVL:
to7 = 1.04, p = 0.3085). More importantly, there was no evidence that changes in mass or SVL
were associated with hormone treatment group, plasma levels of testosterone, or plasma levels

of corticosterone (all p-values>0.25).
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2.4.2 Antipredator behavior: effects of hormonal manipulations and terri-

torial intrusions

2.4.2.1 Approach and minimum distance

The model for log minimum distance provides strong evidence for period effects (F} go.3 = 14.66,
p = 0.0003) and territorial intrusion effects (F gg.3 = 14.62, p = 0.0003); the model for approach
distance provides strong evidence of period effects (Fig54 = 9.73, p = 0.0027), and of an
interaction between territorial intrusion and approach speed (Fjg98 = 5.06, p = 0.0276). In
both cases, there is a decrease in distance with period, which suggests habituation: lizards
allowed the predator to approach closer in later days of testing. For minimum distance, a
territorial intrusion decreased minimum distance: lizards allowed a predator to approach closer
before fleeing if the predator attacked 5 min after a territorial intrusion. For approach distance,
if the predator attacked after a territorial intrusion lizards hid sooner when the predator’s
approach was faster (from a reparameterized model, regression coefficients (+ s.e.) for control
and territorial intruder are 1.63 (£2.05) and 6.78 (£1.63); t796 = 0.79; t7s = 4.17; p = 0.4315

and p < 0.0001 respectively).

In addition, for both log approach and minimum distance there was evidence of an interac-
tion between sequence and hormone treatment (F216 = 4.31, p = 0.0266, and F» 991 = 4.74,
p = 0.0194) for approach and minimum distance respectively. As can be seen in Figure 2.3 (p.
44) both empty-implanted and single-implanted animals have smaller minimum distances when
in sequence 1 (ICCI), whereas the pattern is reversed for doubly implanted animals; analogous

results hold for approach distance.

The interpretation of a sequence by hormone interaction is complicated. First, the data
show strong evidence of a hormone*sequence interaction but not of hormone*carry-over, hor-
*territorial intrusi h *period interacti Diff b
mone*territorial intrusion or hormone*period interactions. Differences among sequences can be

the result of bad luck in the randomization process or of high-order carry-over effects (see also
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Diaz-Uriarte 2000 b): a sequence term reflects all that is different among sequences that is not
accounted for by treatment or carry-over effects. As is common in cross-over trials, we have
used a very restrictive model for carry-over effects, which makes, among others, the assumption
that there are only first-order carry-over effects. However, in this case it seems that the first

period has an effect that lasts for the rest of the experiment.

To understand the results, we can analyze each period on its own for evidence of se-
quence*hormone interactions, which would be equivalent to territorial intrusion*hormone in-
teractions, as within each period a sequence fully determines the type of territorial intrusion
treatment. In these analyses, in periods one to three there was evidence (all p-values < 0.05) of
a hormone by sequence (or territorial intrusion) interaction (in the fourth period the evidence
is weak —p = 0.13). The test from the first period provided evidence of an interaction between
territorial intrusion and hormone treatment; however, analyses of periods 2 to 4 confound the
possible effect of a true territorial intrusion*hormone interaction with the effects of past events
(first or higher-order carry-over effects). We can also examine if the difference (in the response
variable) between the first and second period, between the second and third, between the third
and fourth, and between the first and the mean of the other three, shows any evidence of se-
quence*hormone interactions; in other words, we can examine if the change in response variable
from one period to the next is different among different hormone treatments. There was no
evidence of interaction (p > 0.09 in all eight cases) or of main effects (p > 0.13 in all eight cases)
of hormone treatment: after the first period, the change in response variable between one period
and the following was not affected by hormone treatment. In other words, the change between
periods is the same among levels of hormonal treatment, which means that effects of territorial
intrusions are additive after the first period. Therefore, the interaction between sequence and
hormone detected in the full model is the consequence of an interaction between territorial

intrusion*hormone in the first period that is maintained for the rest of the study.

These patterns can be seen from Fig. 2.3 (p. 44) b & c: the trajectories over time are
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roughly parallel across the three hormone treatment groups within each sequence. Within each
sequence we can observe an overall decrease in response variable over time and a decrease in
response variable corresponding to an intruder treatment. The parallel lines over time show the
additive effects of period and intruder treatment. However, there were large differences among
hormone treatment levels in the response in the first period: for both empty implanted and
single implanted animals minimum (and approach) distance were smaller following a conspecific
encounter, but in the doubly-implanted animals this pattern was reversed; if we compare only
between empty implanted and single implanted the patterns were the same in both sequences,
with the single implanted having larger approach and minimum distances than the empty
implanted. In summary, in the first period the effect of a territorial intrusion depends on
hormone treatment:, but after the first period effects of territorial intrusions and period act

additively with respect to the value from the first period.

Given that the double-implanted group showed a behavior clearly distinct from the other two
groups, and showed little overlap in their testosterone levels with the other two experimental

groups, we next analyzed the data excluding the double-implanted animals. There was no
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Figure 2.3: Minimum distance: effects of sequence, hormone, territorial intrusion and period.
Each point corresponds to the (back-transformed) means from all the data available for the
specified combination of factors. a) Interaction plot of sequence*hormone. b) and ¢) means by
period for each hormone treatment and sequence group.
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evidence of a hormone by sequence interaction (Fj 14 = 1.37, p = 0.2613, and F 14 = 0.43,
p = 0.5220, for approach and minimum distance respectively). There was, however, evidence of
differences between hormone treatments (F 15 = 6.74, p = 0.0203, F 14 = 4.23, p = 0.0570, for
approach and minimum distance, respectively), where animals with a single implant have larger
approach and minimum distances than the empty implanted males. The rest of the conclusions
for effects of period, sequence, and territorial intrusion —or territorial intrusion by approach
speed— remained unchanged (for approach distance p-values are 0.0480, 0.0042 and 0.0028 for
sequence, period and territorial intrusion by approach speed; for minimum distance p-values

are 0.0394, 0.0004 and 0.0014 for sequence, period and territorial intrusion).

Even though there was an effect of hormone treatment level on approach and minimum
distance, when we fitted models that included log testosterone and corticosterone plasma levels
instead of hormone treatment group for empty and single implanted animals we did not find
any differences in either approach or minimum distance related to testosterone plasma levels
(p > 0.8 for both minimum and approach distance). For approach distance, however, there was
a significant interaction between corticosterone plasma levels and territorial intrusion (F1740 =
4.85, p = 0.0335) where there was an increase in approach distance with increasing levels of
corticosterone when animals were subject to a control presentation, but there was no change in
approach distance with corticosterone plasma levels when animals were subject to a territorial
intrusion (and, for an animal with a plasma corticosterone level equal to the observed mean
corticosterone plasma level, approach distance is smaller when exposed to an intruder than
when exposed to a control presentation). There was no evidence of such an interaction for
minimum distance (Fj 50 = 0.81, p = 0.37). None of these conclusions are changed by applying

Holm’s multiple comparisons approach.
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2.4.2.2 Time to reemerge and time to full exposure

Analyses of time to reemerge using hazard models provided strong evidence of differences among
hormone level treatment groups (x3 = 14.61, p = 0.0007) where double-implanted animals
reemerged later than the empty implanted and single implanted reemerged slightly sooner than
the empty implanted. Analyses of time to full exposure yielded results in the same direction,
although not significant (y3 = 4.74, p = 0.0934). If we specifically test for differences between
the double implanted and the other two groups, there was evidence of differences for both
response variables (x7 = 3.79, p = 0.052,x? = 7.21, p = 0.0072, for time to reemerge and
time to full exposure, respectively). If we exclude the double-implanted animals, there was
no evidence of differences between empty and single implanted for any of the two response
variables (x7 = 1.74, p = 0.19, x? = 0.46, p = 0.50, for time to reemerge and time to full
exposure, respectively; the hazard rate for a double implanted animal was 0.63 that of any of
the other two groups for time to reemerge, and 0.392 for time to full exposure). Analyses using
testosterone and corticosterone plasma levels from empty and single-implanted animals did not
show any evidence of differences in either response variable related to hormone plasma levels

(for testosterone both p-values > 0.6; for corticosterone both p-values > 0.19).

For both response variables, there was very strong evidence that being subject to a territorial
intrusion resulted in faster reemergence (X% = 18.19, p < 0.0001, X% = 15.92, p < 0.0001, for
time to reemerge and time to full exposure, respectively, in analyses that include the three
hormone treatment groups (X% = 22.9, p < 0.0001, X% = 11.61, p < 0.0011, for time to reemerge
and time to full exposure, respectively, in analyses that include only empty and single implanted
animals), as shown in Fig. 2.4 (p. 47). The hazard rate of an animal exposed to a conspecific
intrusion is 3.78 times that of an animal following a control presentation for time to reemerge,
and 2.71 for time to full exposure (from analyses that exclude the double implanted animals;
similar results are obtained from analyses with all three groups). None of these conclusions are

changed by applying Holm’s multiple comparisons approach.
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Figure 2.4: Survival curves of time to reemerge based on the Kaplan-Meier estimator of the
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by time t”.

2.5 Discussion

The initial hypothesis that testosterone would modify antipredator behavior, so that animals
with higher testosterone levels would incur greater predation risks, was based upon the assump-
tion that testosterone results in increased allocation to territorial defense (see Introduction). In
this study, the lack of an effect of testosterone treatment on aggressive behavior suggests, to the
contrary, that in male T. hispidus testosterone does not result in an increase in the allocation
to territorial defense (at the expense of other costs). Thus, there is no reason to expect an
increase in exposure to predation related to testosterone manipulations in males of this species,
or an interaction between testosterone treatment and the effects of a past territorial intrusion.
Our results show, for empty and single implanted animals, that increased testosterone was
not associated with increased exposure to predation; in fact, increased testosterone resulted in
decreased exposure to predation as measured by changes in approach and minimum distance.

Animals with double implants exhibited a different pattern; first, they were the ones that took
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significantly longer to reemerge; second, and more strikingly, the effect of sequence (type of first
trial —control or intruder) on approach distance was opposite to that observed in the other two
groups (see Fig. 2.3, p. 44). These differences between the double implanted animals and the
other two groups could be related to pharmacological effects of the double testosterone implant
(the double implanted animals are outside the range of testosterone levels for wild animals; see
Fig. 2.1, p. 39) and also to the effects of the testosterone implants on other hormones, such as
corticosterone; together, these changes might affect the response to stimulae in ways that differ

from the other two treatment groups.

The above results do not preclude changes in antipredator behavior, and interactions be-
tween testosterone levels and effects of past territorial intrusions on antipredator behavior, in
the direction predicted in the introduction where there is an increase in aggression with testos-
terone (e.g., Sceloporus jarrovi: Moore & Marler, 1987; Anolis sagrei: Tokarz, 1987, 1995; Uta
stansburiana: DeNardo & Sinervo, 1994). Our results suggest that testosterone does not play
a role in the aggressive behavior of male T. hispidus, a tropical lizard with flexible breeding
patterns (from marked seasonality —e.g., Prieto et al., 1970— to extended breeding seasons
—Vitt & Goldberg, 1983; pers. obs.), where both male and female are territorial year around,
at least in the study area. We are not aware of other studies on the effects of testosterone
manipulations in hormone levels of tropical lizards, but studies with tropical birds that are ter-
ritorial year around have yielded mixed results (see Hau et al., 2000; Wikelski et al., 1999; and
references therein) indicating that testosterone might not necessarily play a role in the aggres-
sive behavior of tropical vertebrates that are aggressive throughout the year. However, a role of
testosterone on the aggressive and territorial behavior cannot be excluded without additional
studies involving castration (e.g., Moore & Marler, 1987), and/or antiandrogen treatment (e.g.,
Tokarz, 1987). Moreover, the lack of effects of testosterone manipulations on aggressive behav-
ior in this experiment could be related to the already elevated testosterone plasma levels of the
empty implanted animals compared to the wild animals (e.g., Fig. 2.1, p. 39). The differences

between wild males and empty implanted males can be caused by the housing conditions, in
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particular the close proximity of a female during three weeks, a regular food supply, and not

being challenged by other males for three weeks.

Our work, though, suggest that corticosterone could play a role on how past aggressive
interactions affect antipredator behavior. First, there was some evidence that increased in cor-
ticosterone resulted in decreased aggression towards intruders; second, the interaction between
corticosterone and territorial intrusion on approach distance indicates that, in the absence of
past conspecific intrusions, increased corticosterone is associated with decreased exposure to
predation, but that these effects of corticosterone can be overridden by a past territorial in-
trusion (since corticosterone was not associated with approach distance following a conspecific

intrusion).

The results of this study provide additional confirmation (on the same species) of the results
in Diaz-Uriarte (1999): animals increased their exposure to predators following an aggressive
encounter. However, in this study we found this effect in both approach distance and reemer-
gence behavior, whereas Diaz-Uriarte (1999) only found this effect on reemergence behavior.
Recent theoretical work (Diaz-Uriarte, 2000c) indicates that the increased cost of hiding follow-
ing a conspecific intrusion should only modify reemergence behavior, not when to hide from an
attacking predator. However, other factors can operate together with increased cost of hiding
(estimation of the probability that the approaching predator is an attacking one, interrupted
foraging and environmental sampling) that result in a decrease in approach distance. Most
of the experimental conditions of both studies were very similar, but three differences could
explain lack of detection of effects on approach distance in Diaz-Uriarte (1999): (1) smaller
sample size (15 vs. 28 animals); (2) smaller number of measures per individual (two vs. four);
(3) faster approach speed 0.42 m/s vs. 0.22 m/s). Because of the first two differences this exper-
iment had higher statistical power than the one in Diaz-Uriarte (1999); slower approach speed
in this experiment means that the same decrease in approach distance does not result in the

same increase in mortality risk, and therefore other factors (e.g., estimation of the probability
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of an attack by the predator) could have detectable effects in hiding.

These differences in experimental conditions might also explain why we found sequence ef-
fects in approach and minimum distance in this experiment, but none were found in Diaz-Uriarte
(1999). A more likely explanation, though, is the difference in the time that experimental males
are isolated from other conspecific males before the tests were conducted. In Diaz-Uriarte (1999)
animals were precluded from fighting with other conspecific males for one week. In contrast, in
this experiment males were isolated for about three weeks, and thus an aggressive interaction
could have a much larger and longer lasting effect on antipredator behavior, and explain why
animals from the ICCI (intruder/control/control/intruder) sequence showed, overall, smaller
approach and minimum distances. These long lasting effects, however, were not affected by
testosterone manipulations. These long lasting effects could not have been detected with other

types of designs, and should be taken into account in future studies.

In spite of the strong effects of a past aggressive interaction on antipredator behavior, we
found no covariation between aggressive and antipredator behaviors (i.e., males that showed
more aggressive behavior towards conspecifics did not show bolder behavior towards a predator).
These data, thus, constitute a counter-example of the idea that a correlation between aggressive
and antipredator behavior could share a common physiological basis and be widespread in
nature (Reichert & Hedrick, 1993). Male T. hispidus cannot be positioned along a single shy-
bold axis, where aggression and antipredator responses are essentially the manifestation of an
underlying “fearfulness” trait (Huntingford, 1976; see also Wilson et al., 1993, 1994). The lack
of correlation between aggressive and antipredator behavior is not inconsistent with the strong
effects of a past aggressive interaction on antipredator behavior. The latter are based on within-
individual effects, whereas the former relate to among-individual covariation in aggressive and
antipredator responses. Moreover, the lack of among-individual covariation in antipredator and
aggressive behavior does not exclude that, within individuals, an increase in the aggressiveness

of the interaction could result in a larger increase in predator exposure.
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Chapter 3

Territorial intrusion risk and
antipredator behaviour: a

mathematical model

3.1 Abstract

In territorial animals that hide to avoid predators, a predatory attack creates a conflict because
a hiding animal cannot defend its territory from conspecific intruders. When intruders are
persistent, a past conspecific intrusion informs a territorial resident that future intrusions by
the same animal are likely. Using a mathematical model, I examine the effects that past
territorial intrusions can have on antipredator behaviour when intruders are persistent. Past
aggressive intrusions rarely affect time to hide: the optimal behaviour is to hide as soon as
the predator initiates its attack. Time to reemerge is strongly affected by past aggressive
interactions (animals reemerge sooner from a refuge), and these effects depend on the time
of the predator’s attack, the reintruder’s pattern of return, and the intrusion rates of other
conspecifics. Differences between my findings and those from previous studies suggest that the
trade-off between antipredator behaviour and territorial defence can involve different types of
costs than the trade-off antipredator behaviour- foraging. The results of this model establish

a connection between population level processes, mating system and defensibility of resources,

and antipredator behaviour, and can have empirical and theoretical relevance for studies of the



o6

(co)evolution and ecological consequences of aggressive and antipredator strategies.

3.2 Introduction

The antipredator strategy of territorial animals should be affected by the need to defend a
territory. Theoretical and empirical work on the trade—off between predator avoidance and
foraging has shown that antipredator behaviour will change when there are changes in the
terms of the trade—off between mortality risk from predation and costs of hiding/escaping
from predators (see Clark, 1994; Ydenberg & Dill, 1986; reviews in Lima & Dill, 1990; Lima,
1998). For instance, animals adopt behavioural strategies that lead to an increase in exposure
to predation (e.g., delaying escape from a predator) when the costs of interrupting foraging

increase (e.g., when foraging at a better patch).

In contrast to the wealth of studies on the trade-off between antipredator and foraging
behaviour, there is little research on the trade—off between antipredator behaviour and territorial
defence, even though the reproductive success of territorial animals can be strongly affected by
successful territorial defence. The approach of a predator creates conflicting demands on a
territorial animal: hiding minimises mortality from predation but decreases the chances of
detecting and chasing away conspecific intruders (i.e., increases the territorial costs of hiding).
There is evidence that increases in predation risk tend to result in a decrease in the number
or intensity of aggressive interactions (e.g., Baker et al., 1999; Brick, 1999; Helfman, 1989;
Krupa & Sih, 1998; Martel, 1996; Whitehouse, 1997; Wisenden & Sargent, 1997), but the
effects of aggressive interactions on antipredator behaviour have been rarely examined (but
see Brick, 1998; Cooper, 1999; Diaz-Uriarte, 1999; Jakobsson et al., 1995). The trade—off
between territorial defence and predator avoidance can be particularly interesting if there are
short—term changes in the territorial costs of hiding that are caused by local changes in the
social environment. In fact, in some territorial species intruders enlarge or obtain territories

by intruding persistently into the territories of settled animals (review in Stamps & Krishnan,



o7

1995, 1998). In these cases a recent conspecific intrusion indicates an increased probability
of future intrusions and therefore the territorial costs of hiding could be very high following
a conspecific intrusion; thus, antipredator behaviour should change to decrease the chances of

territorial intrusions at the cost of increased predation risks.

There is recent empirical evidence (Diaz-Uriarte, 1999; Diaz-Uriarte & Marler, in prep.)
that territorial males of the lizard Tropidurus hispidus increase their exposure to predation
when a predator approaches shortly after the territorial male has chased away a conspecific
intruder male, consistent with the arguments above. In these experiments, male lizards were
presented (and allowed to fight) with a conspecific intruder male, and 5 min later were subject
to a simulated predatory attack by a human. Antipredator behaviour was characterised using
two types of variables: 1) when did the lizard initiate escape from the predator; 2) when did
the lizard reemerge from the refuge after hiding. In the first study, only time to reemerge from
a refuge is affected by past aggressive interactions; in contrast, initiation of hiding does not
depend on past aggressive interactions. In the second study, both time to reemerge from a

refuge and initiation of hiding are affected by past aggressive interactions.

The conditions that give rise to a trade-off between antipredator and territorial behaviour
in males of the lizard Tropidurus hispidus are likely to be common to many other species that
are both territorial and prey of other animals. Thus effects of past aggressive interactions on
antipredator behaviour are likely to be widespread, but demographic and social factors that
vary both within and among species, such as population density and behaviour of reintruders,
should affect this trade-off. The purpose of this paper is to investigate how past aggressive
interactions should affect antipredator behaviour in territorial animals that need to defend their
territories against conspecifics and are also potential prey that use refuges to avoid predation.
The model focuses on the effects of the reintruder’s behaviour, the probability of intrusion
of other conspecifics, and the timing of predator attack relative to the end of the conspecific

intrusion.
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3.3 The model

3.3.1 The basic problem

Suppose that a territorial male is defending an area that overlaps the home ranges of several
females. If other males invade the territory while the resident is hiding they could mate with the
females in the territory and the number of females that can be fertilised by the invading males
increases with the time these invading males spend in the territory before being evicted. This
male chases away a conspecific intruder at time 0. Some time later (¢,) a predator initiates
approach (the predator is detected as soon as it initiates approach). The resident needs to
decide: (1) when to escape (time to hide, t3), and (2) when to reemerge (time to reemerge,
t). The longer the resident waits to hide (i.e., the larger the ;) or the shorter the time to
reemerge, the more likely it is to be killed by the predator. On the other hand, the longer the
animal remains hiding the more likely it is that intruders can invade the territory. Once an
intruder enters the territory, it stays there until the resident reemerges, and the reproductive
success of the resident decreases with time that intruders spend in its territory. There are two
types of intruders, the re-intruder that was chased away at time 0 and other conspecifics from
the overall population. The effects of the prior aggressive encounter (the animal chased away
at time 0) are only related to the probability that the reintruder returns, but do not affect
the rate of intrusion of other conspecifics. Intruders cannot successfully invade the territory if
the predator is in the area or if the territorial resident is not hiding, but they can attempt to
reinvade during these periods. The lack of attempted reinvasion by the reintruder prior to the
resident hiding can provide the resident with information on the probability of a reinvasion in

the future.

I assume that the resident has to maximise fitness, the product of its probability of surviving
the attack of the predator times its expected reproductive success, by choosing optimal values

of time to hide (¢) and time to reemerge (¢,). In the next sections I give details about each
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component of the model (see also Table 3.1, p. 62, for summary of variables). In this model,
I make many simplifying assumptions, with function selection dictated by the desire to have

simple functions that are, nonetheless, biologically plausible.

3.3.2 Surviving the predator’s attack

The main biological assumptions that I make with respect to the predator’s attack are: (1) that
survivorship is a monotonically decreasing function of time to hide; (2) that survivorship is a
monotonically increasing function of time to reemerge; (3) that the predator’s attack is a fast
event; (4) that the decrease in survivorship from delaying hiding for one unit of time is larger
than the decrease in survivorship from reemerging one unit earlier for sufficiently large values

of time to reemerge. I have implemented these as follows.

The probability of surviving the initial attack of the predator decreases linearly with ¢; so
that at ¢, > 10 the probability of surviving is 0. Thus, the probability of surviving the initial

attack is

th
1—— 1
10 (3:-1)

for all 0 < t;, < 10, and 0 otherwise. Once the resident hides in the refuge, the predator stays
around the area but has a constant rate of leaving p (thus, the predator’s time of leaving is an
exponential distribution with mean 1/p). T assume that the resident is killed if it reemerges from
the refuge while the predator is in the area. Thus, the probability that the resident survives

reemergence is the probability that the predator has left the area by ¢, or

1—e P, (3.2)

The probability of surviving the attack is therefore the product of expressions 3.1 and 3.2.

There is no mortality while the resident is hiding.
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3.3.3 Time that intruders spend in the territory

I assume that the decrease in reproductive success of the resident is a linear function of the

time that intruders spend in its territory. Final reproductive success is

I — cTotal time intruders spend in territory (3.3)

where I is the initial value or initial territorial assets (i.e., the reproductive success yielded by a
territory before any intruder spends any time at all, or before any intruder causes any decrease)
and c is a scaling factor for the rate of decrease of reproductive success with time that intruders
spend in the territory (the larger ¢ the greater the decrease in reproductive success per unit

time that intruders spend in the territory).

3.3.3.1 Time spent by other conspecifics

I assume that the only variable that affects reproductive success is the total accumulated time
that intruders spend in the territory (i.e., one intruder spending 20 time units in the territory
results in the same decrease in reproductive success as four intruders each spending 5 time
units). T model the entry of the other conspecifics (as opposed to the re-intruder) as a Poisson
process, where (3 is the rate of entry of intruders, and does not change over time or with the
number of intruders already in the territory (except that no conspecific can intrude in the
territory if the predator is still present). It is shown in Appendix 3.A (p. 78) that the expected

total time that the other conspecifics accumulate is given by

t 2 2
L (- t ¢
6(7’ S) pe—pst: 62_ zﬂt _/B'r‘ +/6'r‘
0 2 p*  pefirp 2
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3.3.3.2 Time spent by the re-intruder

In contrast to the other conspecifics, the re-intruder is the one particular individual that was
chased away at time 0. The reintruder can either attempt to reinvade the territory or not; if it
attempts a reinvasion, the reintruder’s attempted return time has a certain probability density
function (pdf). However, the reintruder can only reinvade successfully if the resident is hiding
and the predator has left the area. I show in Appendix 3.A (p. 78) that if the time of return ¢;
is distributed according to the pdf fr(¢;) (and Fp(t;) is the cumulative distribution function)

the expected time that the reintruder spends in the territory (z) is given by

E[X|No attempted invasion by ¢, + t3] =

p
1—pFr(

tr
ty+tn+t, —x) (1 —e P2y dg. 3.5
T ) et ) (L= ) (35

I evaluated this integral numerically.

3.3.4 Parameter values and robustness of results

The range of values for the different parameters is shown in Table 3.1 (p. 62). Changes in
the values of one or more parameters only lead to numerical differences, but not to changes in
qualitative patterns (see also Discussion); for instance, notice how the different panels within
Fig. 3.2, 3.3, 3.4 (pp. 65, 66, 67) are scaled versions of each other. The only exception to this
are very small values for the variance of reintruder’s return time (see below). All results shown
in the figures correspond to a probability of reintrusion (p) of 0.9; changes in this parameter
only either increase or decrease the effects of the reintruder, but in most of the cases examined

effects of a past reintrusion are observable with p = 0.4.

For fixed reintrusion time I have arbitrarily set ¢; = 400. Choosing a different value makes
no difference, as the relevant variable is not ¢; (or its mean for the log-normal distribution), but

tip(=t; —tp), the time at which the reintruder returns with respect to the predator attack. To
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Table 3.1: Main variables and parameters of the model.

Symbol Meaning Range
ty Time to hide (relative to initiation of predator attack) Optimised
variable
ty Time to reemerge (relative to initiation of hiding) Optimised
variable
tp Time to predator attack (relative to time when intruder is 0-7000
chased away)
D Probability of reintruder’s return 0.4-0.99
t; Time of reintruder’s return (relative to time when intruder 400 or ran-
is chased away) dom

1 For reintruder with log-normal return pdf: mean of TLog(400)
log(return time)

o For reintruder with log-normal return pdf: standard devia- 0.001-1
tion of log(return time)
A For reintruder with exponential return pdf: mean of the ex- 2-800
ponential distribution
I} Rate of intrusion of other conspecifics 0.00009-
0.012

P Rate of predator leaving the area after resident hides; mean 0.005-0.05
time to leave = 1/p.
Initial territorial assets 0.1-4

c Rate of decrease of reproductive success with time intruders 0.02-0.9
spend in territory

Variables derived from the above

tip Time of reintruder’s return relative to time of predator’s at-
tack
(tip =1; — tp)
Time of hiding (h = t, + tp)

r Time of reemergence (r = t, + t, +t,)

examine the effects of variation in the intruder’s behaviour, I have modelled return times using
two different distributions, an exponential and a log-normal, and have generated additional
variability in the reintruder’s behaviour by modifying the parameters of these pdf’s. With the
log-normal pdf, the first parameter (= the mean of the log (return time)) has been set equal to

log(400), to make it comparable to the fixed reintrusion time case, and I have varied the second



63

parameter, the standard deviation of log(return time) (note that the mean of ¢; is not exactly
400). For the exponential, T have changed its mean, which also changes its variance (since for
an exponential distribution the variance is the square of the mean). Several examples of the

pdf of return times are shown in Fig. 3.1.

Log—normal Exponential
0.020 | , 0.020
| |
' A =800
0.015 | 0.015 | | . A=400
| A =100
—~ ! _.. A=10
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Figure 3.1: Examples of the probability density functions (pdf’s) used for the reintruder’s return
time.

3.4 Results

The focus of this work is the effect of a past reintrusion, which can be evaluated comparing the
optimal values of ¢;, and ¢, with the optimal values for an identical situation without reintruder
(i.e., when only other conspecifics can invade). Thus, I first examine the effects of having
only other conspecifics on optimal ¢, and t.. Next, I show the results when a reintruder is
added. Since the most relevant results are those from a reintruder with stochastic behaviour, I
concentrate on those; the results for a reintruder with fixed return time are shown in Appendix

3.B (p. 82).
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3.4.1 Effects of other conspecifics

When there are no re-intruders, but only other conspecifics, nothing is gained by delaying hiding
from an attacking predator. For fixed g (rate of intrusion of other conspecifics) and p (predator’s
rate of leaving the area), the only variable that determines the time that intruders spend in
the territory is time to reemerge (t,; see expression 3.4, p. 60), and delaying hiding (¢, > 0)
only results in increased mortality risk. Given a fixed loss in reproductive success caused by
other conspecifics (i.e., for a fixed ¢,.), this loss can be kept constant keeping ¢, constant, but
survivorship maximised by hiding at 0. Thus, we cannot find, for any t,., any t; > 0 that
will be better than ¢, = 0, and hence the optimal option is to always hide at ¢, = 0. (For
the other conspecifics no information can be gained by delayed hiding, since the probability of
invasion of other conspecifics is independent of past events; this differs from the situation with
a reintruder, where information can be gained about the probability of a future return —see
below). In contrast to time to hide, other conspecifics do influence time to reemerge. Increases
in # and p decrease ¢} (optimal time to reemerge): if the rate of intrusion is higher the resident
ought to reemerge sooner (at the expense of survivorship), and if the predator is likely to leave
the area sooner, the resident can reemerge sooner without incurring increased predation risks.
If intruders have a large depressing effect on reproductive success (large ¢ —compare a vs. b
and ¢ vs. d in Fig. 3.2, p. 65) or if initial assets (I) are small —compare a vs. ¢ and b vs. d in

Fig. 3.2—, the resident will reemerge sooner.

3.4.2 Effects of the reintruder

We now add a reintruder and examine how optimal time to hide and optimal time to reemerge
change relative to the optimal time to hide and time to reemerge when there are only other

conspecifics (previous section).
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Figure 3.2: Optimal time to reemerge (t,) when there is no reintruder, as a function of rate
of intrusion of other conspecifics (3), for different values of predator’s leaving rate (p), initial
assets ([), and effects of intruder’s time on reproductive success (¢). The x-axis is in logarithmic
scale to facilitate comparisons.

3.4.2.1 Optimal time to reemerge

Optimal time to reemerge (t%) as a function of time of predator attack (¢,) is shown in Fig. 3.3 (p.
66) and 3.4 (p. 67) for an intruder with log-normal and exponential return times, respectively.
One major difference between the exponential and the log-normal cases is that in the log-normal
case there is an initial decrease in ¢t} as the time between the end of the aggressive interaction and
the predator’s attack increases. In other words, with a log-normal distribution of return times

we can obtain a counterintuitive intensification of the effects of a past aggressive interaction
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Figure 3.3: Optimal time to reemerge (¢;) as a function of time to predator attack (¢,), when
time to intruder’s return (conditional on reintruder attempting return) is log-normally dis-
tributed (with mean of log(return time) = 400). For explanation of other parameters see Table
3.1 (p. 62).

with time: ¢ decreases with increasing ¢, for values of ¢, smaller than the maximum of the pdf
(about 400). In addition the range of ¢,’s that exhibit an intuitive wearing-off of the effects of
a past aggressive interaction (increase in ¢} with increasing ¢,) can be small compared to the
tp’s that exhibit counterintuitive behaviour. In contrast, if intruders’ return time follows an
exponential distribution (or, more generally, a pdf with maximum value at 0 and monotonically
decreasing thereafter), we cannot observe a counterintuitive intensification of the effects of a

past aggressive interaction with increasing time to predator attack: the plot for the exponential
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Figure 3.4: Optimal time to reemerge (¢;) as a function of time to predator attack (¢,), when
time to intruder’s return (conditional on reintruder attempting return) is exponentially dis-
tributed (with mean \). For explanation of other parameters see Table 3.1 (p. 62).

case is like the plot for the log-normal case starting at ¢, ~ 400 (i.e., to the right of the maximum
value of the pdf of the log-normal). The explanation of this pattern is the following: when the
maximum of the pdf is some ¢ > 0, as the time between ¢, and that ¢ increases (either because
tp, < tort, > t) the risk of a reintrusion in the near future decreases. In other words, if the
predator attacks a long time before the maximum of that pdf, the resident need not worry about
a particularly high risk of reintrusion for some time. Therefore, it is necessary to understand,
at least qualitatively, the pattern of reintruder’s return to make predictions about changes in

reemergence time with variation in time to predator attack.
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Increasing 3 (e.g., compare a) and c) in Fig. 3.3 and 3.4) decreases the effects of the rein-
truder: the relative importance of the reintrusion becomes smaller as the number of other
intruders increases, because other conspecifics (and not the reintruder) are the major threat.
Decreasing the probability of reintrusion also decreases the effects of the reintruder: the smallest
possible ¢ is larger, and t} reaches the plateau faster (i.e., at smaller ¢,). Likewise, increasing
the speed at which reproductive success decreases with intruders’ time in the territory (i.e.,
increasing ¢) or decreasing initial assets (i.e.,decreasing I —e.g., compare a) and b) in Fig.
3.3 and 3.4) decreases the effect of the reintruder: for any given 3, faster loss of fitness with
intrusion (or smaller initial reserves) decreases the maximum attainable difference in ¢} (as the
tr in the absence of the reintruder is already small because the high rate of intrusion of other
conspecifics forces the resident to reemerge sooner); however, the relative change (or, equiva-

lently, the difference of the logarithms of time to reemerge) is sometimes larger and sometimes

smaller with smaller 7.

The variance of the return time of the reintruder has a strong effect on t;. If the variance is
small and the predator comes around the time when the pdf of the reintruder return is largest
(e.g., 400; see Fig. 3.1a, o = 0.05, p. 63) the probability of the reintruder returning in the
near future is very high, and thus the effects on t; are strong. If the predator comes long
before that time, it is unlikely that the reintruder will return before the resident has already
reemerged to prevent intrusions from other conspecifics (e.g., in fig. 3.3a, p. 66, with o = 400,
at t, ~ 200,t; = 70; thus, the resident is reemerging at around 270, but the reintruder is
unlikely to come long before 400). If the predator comes some time after the maximum of the
pdf, it is unlikely that the reintruder will ever come, given that it has not come by that time. In
contrast, with high variance, the probability of the reintruder coming in any particular interval
is smaller, but this probability is spread over a larger time period (e.g., Fig. 3.1, p. 63) and even
for large t,’s the probability is still high that the reintruder will come, given that it has not
come by that time. Thus, with larger variances (i.e., less predictable reintruder), the effects of

the reintruder in reemergence time can be observed for a larger range of ¢,. In summary, with
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small variances effects of a past aggressive interaction are more intense, but might be observable

only for a small range of ¢,’s.

3.4.2.2 Optimal time to hide

When the reintruder has a stochastic reintrusion time, delaying hiding is never optimal, except
for extremely small variances (e.g., Fig. 3.5) and low rate of intrusion of other intruders and
only over a very small range of times to predator attack. To make delaying hiding optimal, the
decrease in territorial costs and information gain has to be large enough to compensate the fast
increase in the risk of mortality from delaying hiding. This can only be achieved if (1) there
is almost certainty about the reintruder’s return (variance close to zero — the estimate of the
probability of reintrusion is updated using Bayes theorem [eq. 3.A.2, p. 80] and thus with small
variances delaying hiding can provide a lot of information about the future probability of the
reintruder’s return) and (2) the loss of reproductive success from a reintruder has a major effect
on fitness (e.g., when the rate of intrusion of other conspecifics is very low and initial territorial

assets are small).

3.5 Discussion

This paper shows that risk of intrusion of conspecifics can have large effects on some compo-
nents of the antipredator strategy: increased intrusion risk results in a decrease in time until
reemergence from a refuge. When there is no threat from a reintruder but only risk of intrusion
from other conspecifics, the optimal strategy (e.g., Fig. 3.2, p. 65) is to hide as soon as the
predator attacks (i.e., not to delay hiding) and to modify time to reemerge as a function of
the threat of invasion (larger numbers of intruders result in shorter reemergence) and initial
resources (the higher the value of initial resources, the later an animal can afford to reemerge,

as predicted from the asset-protection principle —Clark, 1994). The main focus of this paper
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Figure 3.5: Examples of optimal time to hide (¢}), as a function of time to predator attack (t,),
when time to intruder’s return (conditional on reintruder attempting return) is log-normally
distributed (with mean of log(return time) = 400, 5 = 0.001, p = 0.05, ¢ = 0.4, I = 0.5).

are the effects of a past aggressive interaction when intruders are persistent. In the presence
of a reintruder, as was the case in the absence of a reintruder, the optimal strategy almost
always involves hiding as soon as the predator attacks . However, reemergence time can be
strongly affected by the possibility of a conspecific reintrusion. The extent of these effects will
be modified by the time of the predator’s attack and the behaviour of the reintruder (e.g., Fig.
3.3, p. 66 and 3.4, p. 67). Timing of attack of the predator and behaviour of the reintruder play
a key role because the increase in territorial costs of intrusion is a consequence of a transient

increase in the probability of reintrusion. As this probability increases, behaviour is modified
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(earlier reemergence) at the expense of increased mortality risk, but it eventually returns to the

same levels as in the absence of reintrusion.

3.5.1 Why not to delay hiding

Flight initiation behaviour (measured either as time to hide or approach or flight distance)
has been shown empirically to respond to variation in predation risk (e.g., Bauwens & Thoen,
1981; Bulova, 1994; Cooper,1997; see review in Lima & Dill, 1990; Lima, 1998), but few studies
have examined the effects of non-predatory factors such as increased cost of flight (Lima, 1998).
Most evidence of delayed hiding with higher costs of hiding is limited to a few cases related to
foraging costs of flight (see Lima, 1998, p. 237; Ydenberg & Dill, 1986, pp. 237-239). Recent
empirical work has documented delayed hiding in mate guarding males (Cooper, 1997, 1999) and
animals involved in ongoing aggressive interactions (Brick, 1998; Cooper, 1999; Diaz-Uriarte,
1999, experiment 2; Jakobsson et al., 1995). In addition, the model of Ydenberg & Dill (1986)

predicts that time to initiate flight should increase with increasing cost of flight.

However, delaying hiding is rarely optimal in this model, which agrees with the empirical
results of Diaz-Uriarte (1999) where male Tropidurus hispidus do not increase time to initiate
escape if a predator attacks 5 min after an intruder is evicted from their territory; the predictions
of this model, however, do not agree with the results of Diaz-Uriarte & Marler (in prep.) where
there is also an increase in the delay to hide. In this model, delaying hiding can affect intrusion
in two ways. First, delaying hiding prevents the invasion of both other conspecifics and the
reintruder because while the resident is out of the refuge the intruders cannot successfully
invade the territory. Second, delaying hiding serves to gain information about the reintruder’s
probability of return based upon the reintruder not having attempted to reinvade by the time
the resident goes into hiding (the probability of reintrusion is updated using Bayes theorem
—see expression 3.A.2, p. 80; no information can be gained about the other conspecifics, as the

probability of invasion by other conspecifics is independent of past invasions). Information about
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the reintruder’s probability of return is valuable if it can modify future behaviour (Stephens,
1989; also Mangel, 1990), such as reemergence time. If the resident hides with a new estimate of
the probability of future reintrusion very close to zero, time to reemerge could be much longer,
therefore decreasing mortality at reemergence. Nevertheless, in most cases neither the decrease
in intrusion costs nor the gain of information about the intruder’s probability of return justify
delaying hiding. These result depend on the attack of the predator being generally a very fast
event, so that the small decrease in intrusion costs and/or the added information about the
reintruder’s likely behaviour cannot compensate the fast increase in mortality risk that results

from delaying hiding.

The particular parameter values and functions used in this model affect the numerical results
but do not change the qualitative conclusions. The main qualitative results only depend on,
(1) that survivorship be a monotonically decreasing function of time to hide and (2) that the
rate of decrease in survivorship with time to hide be faster than the rate of information gain
(itself a function of the variance of reintruders’ return). Both conditions are likely to hold in

most biological systems.

What, then, explains the differences between the predictions of my model and those from
the model of Ydenberg & Dill (1986) and the empirical findings of Brick (1998), Cooper (1999),
Diaz-Uriarte (1999; experiment 2), Diaz-Uriarte & Marler (in prep.) and Jakobsson et al.
(1995)? On the one hand, in Ydenberg & Dill’s (1986) model there is always a cost to fleeing
from predators (for example, loosing a very profitable prey item); in my model, the cost does
not arise from fleeing itself but from hiding (which also explains why, in my model, when there
is no reintruder delaying hiding can never be optimal). On the other hand, all of the empirical
evidence, except for Diaz-Uriarte & Marler (in prep.), deals with animals actively engaged in
a fight. In those situations the animals are facing an actual intrusion, and not just risk of a
probable intrusion sometime in the future; when the animal is engaged in an ongoing fight fleeing

itself (and not just hiding time) has a cost, as in the model of Ydenberg & Dill (1986), and this
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cost could be much higher if the approaching predator is not an attacking one (Diaz-Uriarte,

1999).

Nevertheless, there are other costs of hiding soon such as interrupting foraging (e.g., Yden-
berg & Dill, 1986; Lima, 1998) and degrading information acquisition (interrupting sampling
—e.g., Dall et al., 1999) that have not been considered in this model. Moreover, these costs
could be comparatively high if the approaching predator is not an attacking one (Diaz-Uriarte,
1999; see also Lima & Dill, 1990), whereas in the present model the approaching predator was
always attacking. Finally, delaying hiding when there is uncertainty about the predator’s in-
tentions (attacking vs. non-attacking) could actually provide information about the probability
that the approaching predator is an attacking one and thus modify, for example, reemergence
time. These effects are currently under investigation. But the main conclusion from my model
regarding flight behaviour is that the risk of a potential intrusion, per se, will very rarely justify
delaying hiding from an attacking predator. Interestingly, in the experiments in Diaz-Uriarte
& Marler (in prep.) the predator’s approach speed was about half of the predator’s approach
speed in Diaz-Uriarte (1999), and thus makes more likely that these additional costs of hiding
could be detected. In summary, the differences with the model of Ydenberg & Dill (1986) sug-
gest that trade-offs between predation and foraging could be very different from those between
predation and territorial defence. Whereas in the former it is interrupting foraging that is most
costly, in the latter costs arising from hiding and interruption of information acquisition could

be the most relevant.

3.5.2 Using multiple responses to characterise antipredator behaviour, and

applying and testing the model

The above results have been obtained because we have characterised antipredator behaviour
using two variables, time to hide and time to reemerge, instead of a single one (such as proportion

of time hiding). As emphasised by Lima & Dill (1990), in the study of conflicting demands
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of antipredator behaviour it is necessary to identify the key behavioural decisions involved in
predator avoidance; this context specificity is a necessary step to guide further empirical work

and generate testable predictions.

The results of this paper also show that applying and extending this model requires a better
understanding of reintrusion patterns in nature, since the re-invasion behaviour of the reintruder
can have a large effect on the detectability of effects of a past aggressive interaction and the type
of change of time to reemerge with variation in time to predator attack. Unfortunately, there
is no information about reintrusion patterns in nature. A pdf of return times with a maximum
not at zero creates two potential problems for empirical work. First, there will be a window of
times to predator attack during which increasing the time between the end of the eviction of
the intruder and the predator attack results in a counterintuitive increase in the effects of the
past aggressive interaction (as the time to reemerge decreases —Fig. 3.3, p. 66). Second, and
more importantly, the largest effects will be detected around the (generally unknown) maximum
of the pdf, but might be negligible shortly after the intruder is evicted (e.g., Fig. 3.3, p. 66).
This is not a problem if the reintruders return as with an exponential distribution (or, more
generally, a pdf with maximum value at 0 and monotonically decreasing thereafter); in this
case, the best way to detect an effect of past aggressive interactions is to expose the resident to

a simulated predator attack shortly after the resident has evicted a reintruder (Fig. 3.4, p. 67).

An increase in predation exposure following an aggressive encounter emphasises that a sim-
ilar functional explanation, adaptive response by a territorial resident to a transient increase
in the probability of intrusion, could underlie different behavioural phenomena: past aggressive
interactions are known to increase the time invested in territorial vigilance (e.g., great tits:
Ydenberg & Krebs, 1987; Kacelnick et al., 1981) and the frequency of territorial displays (e.g.,
the lizards Sceloporus jarrovi and Urosaurus ornatus; Moore, 1987; Thompson & Moore, 1992),
and in a wide range of taxa (e.g., Adamo & Hoy, 1995; Chase et al., 1994) past experiences of

victory make winning future encounters more likely. In addition, the consequences of past ag-
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gressive interactions are receiving increased theoretical attention (e.g., Johnstone & Dugatkin,
2000), but this is, to my knowledge, the first theoretical work to relate past aggressive inter-
actions with antipredator behaviour. Given the potentially far-reaching consequences of these
effects, and their connections to other behavioural and ecological phenomena, it is expected

that the present paper will spur further theoretical and empirical work.
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Appendix 3.A: expected accumulated time that intruders spend

in the territory

3.A.1 Time spent by other conspecifics

If the presence of a predator does not affect the entry of intruders, the expected total time
that the other conspecifics accumulate within a territory in the absence of the territory owner

is given by

T T r (’I“ _ h)2
E [/ N (1) dt} _ / E[N()] dt = / Bt — nyat = pr =" (3.A-1)
h h h 2
where N (t) is the number of other conspecifics by time ¢, h is the time at which the animal
hides (i.e., t, +tp), and 7 is the time at which the animal reemerges (i.e., t, + 5, +t,); the first
equal sign (interchange of order of integration and expectation) follows from Fubini’s theorem
(e.g., Williams, 1991, ch. 8) and the second results from direct substitution of the expected
value of a Poisson random variable. Once intruders are present in the territory they no longer

leave.

Expression 3.A-1 needs to be modified because no intruder can enter the territory while the
predator is in the area; therefore, the starting time of the process is not h, but a random variable,
z, whose pdf is the pdf of the time at which the predator leaves the area (i.e., fz(z) = pe P(*~).
Then, using conditional expectation (E[Y] = E[E[Y|Z]] = [ E[Y|Z = z]fz(z) dz) the expected

total time that the other conspecifics accumulate is given by

T — )2 28 _ )2 2
/ B(T 2’1,L) pe_p(u_h) du = ﬁ(tr 3) pe_ps ds — ﬁ _ /6 _ /Btr + /BtT‘
h

3.A-2
0 2 p?  preftt p 7 | )
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3.A.2 Time spent by the reintruder

First, suppose that, conditional on the reintruder attempting a return, the reintruder return
time is fixed (i.e., the pdf of t is 1 for ¢ = ¢; and 0 otherwise). Define t;, = t; — ¢, as the time at
which the intruder returns with respect to the predator attack. Since the reintruder can only
invade successfully if the resident is hiding and the predator is not present, the expected time

spent by the reintruder is given by
(r—t;)(1 — e_p(ti_(tp+th)))p = (ty +tn +tp)(1 — e~ P(tip—tp) )P, (3.A-3)
whenever t, < t;, < (t, +t3), and 0 otherwise.

If time when the reintruder attempts to return, ¢;, has a pdf fr(¢;), then the expected time
that the reintruder spends in the territory can be found as follows. The random variable of
interest is not ¢; but the time that the reintruder spends in the territory, given by r —¢;. Define
a random variable X that takes the value r —¢; when the reintruder successfully reinvades, and
0 otherwise (i.e., if the reintruder never attempts to return, or if it attempts to return while the
resident is hiding —between r and h— but is unsuccessful because the predator is present), so
0 <z <r—t;. We are interested in the expected value of X conditional on the reintruder not

having attempted a return by h = ¢, +¢;,. The expectation can be written as

E[X|No attempted invasion by h] =
E[X|(No attempted invasion by k) N (Attempted invasion)]

PAttempted invasion|No attempted invasion by A . (3.A-4)
Eq. 3.A-4 comes from the relationship

E[X|A] = E[X|AN B] P[B|A] + E[X|AN B P[B°|A], (3.A-5)
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where X is a random variable and A and B are events or sets, N denotes intersection of events,
and ¢ denotes the complement. To derive eq. 3.A-4 from eq. 3.A-5 note that X takes value 0

when no attempted invasion, or
E[X|(No attempted invasion by k) N (No attempted invasion)] = 0.
To evaluate eq. 3.A-4 we will need
P{Noinvasionby h} = (1 — p) + p(1 — Fr(h)) =1 — pFr(h)
where Fp(t) is the cumulative distribution function of time to reintrusion. Thus,

P{Attempted invasion|No attempted invasion by h} =

1 — P{No attempted invasion|No attempted invasion by h} =

l-p _ p(l—Fr(h)) )
~1-pPr(h)  1—pPr(h) (340

(from Bayes theorem)

We need to obtain the pdf f(X|(No attempted invasion by h)N(Attempted invasion)) (x) to compute the ex-

pectation in (3.A-4). In what follows I only show the pdf for 0 < z < r— h, because when z =0
it does not contribute to the expectation; in this interval fx(z) = fr(r — z) (e.g., Roussas,
1997, pp. 215 & ff.). Hence, for 0 < x < r — h or, equivalently, 0 < x < t,, and using the
definition of conditional pdf (e.g., Roussas, 1997, pp. 93 & ff.),
pfr(r—z
f(X\(No attempted invasion by h)N(Attempted invasion)) ((L’) = m P{NO predator at r — (L’};

(3.A-7)

where

P{Nopredatoratr —z} =1 — e Pr—2=h) =1 _ g=rltr=2) (3.A-8)
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from expression 3.2 and since the process of the predator leaving starts at the time the resident
hides (h). Finally, substituting (3.A-8) into (3.A-7), using (3.A.2) in (3.A-4), applying the

definition of expectation to the random variable in (3.A-7), and simplifying and showing results

in terms of ¢ and ¢,, we obtain

E[X|No attempted invasion by ¢, t3] =

p
1—pFr(

tr
ty+tn+t, —x) (1 —e P2y dg. 3.A-9
) ettt ) (L ) (3.49)

In all the figures shown in this paper, I evaluated this integral using numerical integration.
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Appendix 3.B: Results for reintruders with fixed reintrusion time

This appendix shows the results for optimal time to hide and optimal time to reemerge when
the reintruder has a fixed time of return. These results are similar to those that we can obtain
for a stochastic intruder with variance of return time almost zero. To make these results
comparable to those of stochastic reintruders, I have set the time of return at 400. The main
difference between these results and those from a stochastic intruder are that, in this case, we

can appreciate the effects of the predator precluding the reintruder’s return.

3.B.1 Optimal time to reemerge

Fig. 3.6 (p. 83) shows optimal time to reemerge, ¢}, as a function of ¢,, for different combinations
of 3, p, I, and ¢ when t; = 400. To explain the results I will refer to two points in Fig. 3.6, ¢;
and to that divide the range of ¢, into three distinct regions, and are the t,’s that correspond to
the minimum and maximum ¢;. A ¢, > 400 means that the predator is initiating its attack after
the intruder is scheduled to come and thus ¢} is the same as if there were no reintruder. If the
reintruder comes shortly after the predator attacks (t; < t, < 400) ¢} is large: it is very unlikely
that the reintruder will invade the territory (as that can only happen if the predator is no longer
present), and thus the resident can reemerge late; for example, with decreasing p the predator
is likely to stay longer, which results in larger ¢y at ¢, close to 400 —see Fig. 3.6b vs. 3.6a. For
ty < t, < ti1, t} decreases linearly with t,: the resident is reemerging at t; (¢} = t;, = 400—1¢,) so
that the reintruder does not accumulate any time in the territory. For ¢, < to, ¢ is not affected
by changes in t,: to prevent further increases in territorial costs from the other conspecifics’

intrusions the resident is reemerging before the reintruder is scheduled to come, and ¢} is the

same as if there were no reintruder.

Increasing (3 increases the number of conspecifics that can intrude per unit time, and de-

creases the sensitivity of ¢ to changes in t,, because the effect of the reintruder decreases
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Figure 3.6: Optimal time to reemerge (¢;) as a function of time to predator attack (¢,), when
time to reintruder’s return (¢;) is 400. Points ¢; and ¢z (panel c) divide the range of ¢, into
three regions: when ¢; < ¢, < 400 t; increases as t, increases; for ty < t, < t; t; = 400 —t,; for
tp < ta the behaviour of the resident is insensitive to the past aggressive interaction (¢} does
not depend on t,). Values of t,, > 400 correspond to the predator attacking after the reintruder
is scheduled to come, and thus ¢} is the same as in the absence of a reintruder (i.e., there are
no effects of reintrusion).

relative to other conspecifics. The largest possible difference in ¢} (between points ¢; and t3) is
smaller because t, is shifted to the right; in other words, as we increase 3 the ¢, at which the
resident’s behaviour is no longer affected by the reintruder is larger. Decreasing I also decreases
sensitivity to the reintruder (Fig. 3.6a vs. 3.6¢) as does increasing ¢ (Fig. 3.6¢ vs. 3.6d): if initial
assets are small or loss of reproductive success fast, the reproductive success that a resident

can afford to loose to intrusion decreases; this causes the maximum ¢} to decrease: s is shifted
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to the right and this is not compensated by the small decrease in ¢} at t;. However, changes
in I and ¢ do not make the reintruder less important relative to the other conspecifics: they
simply magnify the effect of any territorial losses. Finally, increasing t, (i.e., staging a predator
attack a longer time after an intruder is chased away) will decrease t whenever ty < t, < t1;
this is counterintuitive, because the effect of a past aggressive interaction becomes stronger (¢*
smaller compared to a situation without reintruder) as the predator attacks a longer time after
the intruder was chased away. The cause of this counterintuitive result is different from the
counterintuitive result for a reintruder with log-normal return time shown in Fig. 3.3 (p. 66).
Finally, the “intuitive” result of a wearing-off of the effects of a past aggressive interaction as ¢,

increases is only observed for 400 < t,, < t;, but this region (400 < ¢, < t;) might be small.

3.B.2 Optimal time to hide

With a reintruder that returns at a fixed time (¢;), optimal time to hide, ¢}, can only take
two values: 0 and ¢;, (the time at which reintruder attempts to return relative to predator’s
attack). When ¢ is 0, the resident avoids mortality risks from predation during the initial
attack. When t;, = t;, (i.e., delayed hiding) the resident prevents the reintruder from coming
back (as the reintruder can only come back if ¢, < t;, < (¢, +t)). No other value of ¢}, can be
optimal; any value of ¢}, between 0 and ¢;, exposes the resident to predation without preventing
the reintruder from returning, and values of ¢;, > t;, result in increases in mortality risk with
respect to t;, = t;, with no further reduction in territorial intrusion risk. Delaying hiding will
also allow the resident to reemerge later than if it had hid at 0 as the re-intruder is no longer

a threat and reemergence is only dictated by the rate of intrusion of other intruders.

Fig. 3.7a (p. 85) shows ¢} as a function of time to predator attack (t,) when t; = 400 for
three different 3’s. In every case, when ¢, < 390 then ¢;, > 10 and thus ¢} is always 0: delaying
hiding in these cases would require delaying hiding for more than 10 time units, which results

in no survivorship. When ¢, > 400 the predator is attacking after the reintruder is scheduled
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Figure 3.7: Optimal time to hide, ¢;. a) Effects of time to predator attack (t,) on ¢ when
the reintruder is scheduled to come at t; = 400. In the case represented, for instance, when
B = 0.002, the resident will delay hiding if 396 < ¢, < 400 (see text for explanation), and the
delay will be equal to t;, = 400 — ¢;; at any other values the resident will hide immediately
(tn = 0). b) Maximum t;, (time or reintruder’s return relative to the attack of the predator)
at which a resident will delay hiding, as a function of rate of intrusion of other conspecifics
(8) for different values of predator’s leaving rate (p) and initial assets (I). The value shown in
the figure is the largest t;, for which fitness is larger when ¢; = t;, compared to ¢, = 0. For
any intruder returning at a t;, below the line, the resident’s optimal behaviour will be to make
make tj, = t;p; for any t;, above the line the optimal ¢;, will be zero.

to come, so the reintruder is no longer a threat and thus ¢; is 0. For 390 < ¢, < 400 it might
be optimal to delay hiding; in this region t; can be either 0 (no delayed hiding) or ¢;,; thus,
the line in Fig. 3.7a has a slope of -1 (t; = t;, = 400 —t,). In general, it is more likely that
delaying hiding will be optimal at small ¢;,: here, delaying hiding does not represent a large

increase in mortality, whereas for large ¢;, the mortality risk of delaying hiding will be very
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large). However, delaying hiding, if at all, will only be observed in a small range of values of ¢,
(when the predator attacks shortly before the reintruder is scheduled to come). Fig. 3.7a and b
also shows the effects of 3 on ¢} = t;,. As the rate of intrusion of other conspecifics increases,
the relevance of the reintruder decreases, and thus it becomes less worthy of increasing mortality
risks. The optimal time to delay hiding depends also on the effect of intruders on reproductive

success (c), the initial territorial assets (I), and the predator’s behaviour (p) (Fig. 3.7b).
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Chapter 4

Cross-over trials in animal behaviour.

I: Misuse, carry-over effects, and design

4.1 Abstract

Cross-over trials (experiments where each experimental unit receives two or more treatments
through time) are frequently used in animal behaviour studies as they allow experiments with
relatively small numbers of subjects that nonetheless achieve high statistical power by using
each subject as its own control. However, cross-over trials are often analyzed incorrectly in
the behavioural literature; the major problems are failure to consider period and carry-over
effects. In this chapter I first show these problems by using articles published in twelve issues
of Animal Behaviour (July 1998 to June, 1999); 22 papers use crossover designs in at least one
experiment, but because of potentially inappropriate analyses the conclusions in each of these
papers are questionable. In addition, statistical textbooks frequently used by behaviourists
either do not mention cross-over designs or provide potentially misleading advice. In this paper
I explain why the usual analyses of cross-over trials (paired t-tests or non-parametric analogues)
are often inappropriate, then discuss the problems associated with carry-over effects, and finally
review the design of cross-over trials. If design and wash-out periods are given the appropriate
consideration, cross-over designs can be very powerful tools for behaviourists whenever obtaining
new subjects is more costly than repeatedly testing the same individual, and thus cross-over

designs can be useful in particular for researchers working in the lab or in field enclosures where
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animals require lengthy training or habituation

4.2 Introduction

In cross-over trials each experimental unit receives two or more treatments through time; in
the simplest case of two treatments, the subject is first given one of the treatments and then
crosses over to the other treatment (Jones and Kenward, 1989 —hereafter JK—; Ratkowsky et al.,
1993 —hereafter REA—; Senn, 1993 a —hereafter SN—; Vonesh & Chinchilli, 1997). Thus, cross-
over studies differ from parallel studies where each subject is exposed to the same treatment
for the duration of the experiment. In cross-over trials at least one key covariate (treatment)
changes within-subject over time. As the comparison of treatments is made within subjects,
each subject acts as its own control which increases statistical power to detect a treatment
effect (e.g., Crowder & Hand, 1990, p. 101; SN, pp. 201 & ff.). This is particularly important
when repeated testing of one subject is much simpler than recruitment of new subjects. For

these reasons, cross-over trials are frequently used in behavioural experiments.

However, cross-over trials are often analysed inappropriately, as if they were matched pairs
or "typical" repeated-measures designs, which they are not. The main problems are, first, not
accounting for period effects (which leads to the inappropriate use of paired t-tests in the two-
treatment, two-period case) and, second, failure to consider carry-over effects. (A treatment
effect is the effect of a treatment at the time of its application, whereas carry-over effects are
effects of a treatment that persist after the end of the period, and a period is each one of the

occasions in which a treatment is applied; see “Terminology”, p. 90.)

For instance, in the twelve issues of Animal Behaviour from July, 1998 to June, 1999, there
are 22 articles that use cross-over designs in at least one experiment. Eight of these papers
use variants of the two-treatment, two-period design (generally the typical 2x2 design); 17

papers use designs for more than two treatments. Results are analysed with paired t-tests or
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Wilcoxon’s signed-rank test for 2 treatment designs, or with linear models (usually referred to
as "repeated measures ANOVA" or in some cases mixed-effects models), and on a few occasions
with methods specific for categorical data. Only two studies explicitly consider period effects
(order of presentation), and one mentions that there are "no effects of order of presentation"
(although the test is not explained); but no paper explains how potential carry-over effects are
dealt with. Counterbalancing (each treatment appears in each period the same number of times)
is used in 11 papers. When counterbalancing is not used, order of presentation is "randomized."
Thus, it seems that most authors believe that counterbalancing or "randomization" of order
of presentation, per se, will take care of any other nuisances (periods and carry-overs); but,
as we will see, this is not true. Authors seem unaware that carry-over effects can bias their
conclusions. The practical consequences of the analyses used in these papers are that: a) if
there are carry-over effects, all reported results could be biased; b) even in the absence of carry-
over effects, in the studies that do not use counterbalancing the estimates of treatment effects
are biased if there are period effects; ¢) in studies that use counterbalancing, the estimates of
the variance of treatment effects are overestimated if there are period effects. Therefore, the
conclusions reached in every one of these papers are questionable: the lack of effects reported in

some studies could be the consequence of inflated variances, and the significant effects reported

in other experiments could be the result of either period or carry-over effects.

Statistics textbooks used by behaviourists such as Colgan (1978), Lehner (1979), Bart et al.
(1998), Bailey (1995), Campbell (1989), and Sokal & Rohlf (1995) do not mention cross-over
designs. Other texts provide potentially misleading advice; Martin and Bateson (1993, p. 29-
30) apparently would use a paired test to analyse a 2x2 design; Zar (1996, p. 259-263) analyses
a cross-over design, and refers to carry-over, but he fails to mention that period should be
incorporated in the analyses, and seems to imply that counterbalancing, per se, can eliminate
problems from carry-over effects; Edgington (1995) suggests counterbalancing (pp. 114-117)
to prevent undesired effects from order of presentation; Zolman (1993), although explicitly

mentions cross-over designs and discusses carry-over effects (pp. 59-63), apparently suggests
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that a paired t-test is appropriate for a 2x2 design (p. 160).

The 22 examples from one year of Animal Behaviour show that cross-overs, a powerful
and widespread type of design, are often analysed inappropriately; and the textbook examples
indicate that information on the appropriate design and analysis of cross-over trials is not
accessible to animal behaviour researchers. Thus, the main objective of this paper is to make
animal behaviour researchers (and reviewers) aware of the most important pitfalls in the design
and analysis of cross-over trials. I first explain why the usual analyses of cross-over trials in
animal behaviour research are inappropriate, then I discuss the problems of carry-over effects,
next I review the design of cross-over trials, and I conclude with a discussion on when to
use cross-over designs in behavioural ecology experiments. In a different paper (Diaz-Uriarte,
in review —next chapter—; hereafter DU2) T review the statistical methods available for the

analysis of data from cross-over experiments in animal behaviour research.

4.3 Terminology

Before we can understand the problems of some of the analyses of cross-over trials, we need to
define a few terms. A direct treatment or simply treatment effect is the effect of a treatment
at the time of its application. A period is each one of the occasions in which a treatment is
applied. Carry-over effects are effects of a treatment that persist after the end of the treatment
period; in other words, the response to a current treatment is affected by what treatment was
applied in a previous period. A sequence is the order in which the within-individual treatments
are applied. Designs will be referred to using sequences, such as ABB,BAA, which means that
animals assigned to the sequence ABB are first given treatment A (1st period), then B (2nd
period), then B (3rd period), and animals assigned to the BAA sequence are first given B, then

A, then A (1st, 2nd, and 3rd periods, respectively). Designs are examined in detail later.
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4.4 Example of the “usual” analyses and their problems

The 2x2 cross-over design (the design with sequences AB,BA) is frequently analysed using a
paired t-test; this is equivalent to subtracting the response value under treatment B from the
response value under treatment A for each individual and testing whether the mean is signif-
icantly different from 0 with a one sample t-test. However, in many behavioural experiments
period has an effect: whether a response is measured on the first or second occasion, per se, will
affect the value of the response (e.g., through habituation). With period effects the analysis
above is inappropriate for two reasons (SN, p. 38; also Schneider, 1983). First, if there are un-
equal numbers of subjects in each sequence, the test and the estimate of treatment effects will
be biased. (Bias means that the expected value of the estimator is not equal to the parameter
we are trying to estimate; bias does not decrease with increasing sample size). Second, even
if there are equal numbers of subjects in each sequence, we lose power: period is a systematic
trend, but by lumping together animals from both sequences, we are ascribing this systematic
variation to the random component (the error term) and the standard errors of our estimates
will be inflated. This second problem is similar to ignoring the effects of blocking (a known

source of variation).

To better understand these problems it is convenient to write down an explicit expression

for the statistical model (e.g. JK):

Yijk = M+ Sik + Tj + Ta[i 5] + €ijk

where p is the intercept, m; is the period effect of period j =1,2, 74j; 51 is the direct treatment
effect of the treatment given in period j of sequence i, s;; is the random subject effect of subject
k in sequence i, and e;;;, is the random error for subject k in period j in sequence i (for the
moment we ignore carry-over effects). From that model, the fixed effects for each period and

sequence for a 2x2 design are shown in Table 4.1 (p. 92).
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Table 4.1: Fixed-effects for the 2x2 design. In this table, carry-over effects have not been
included; including them would result in the fixed effects for period 2 being p + 72 + 72 + Ay
and p + w9 + 71 + Ao , in sequences AB and BA respectively.

Sequence group Period 1 Period 2
AB ptm T T+ T
BA pt+m+7m ptme+T

The expected value of the difference A-B for animals from sequence AB (dABap) is (11 —
T9)+(m —m2), and the expected value of the difference A-B for animals in sequence BA (dABp4)
is (11 — 72) + (w2 — m1). The paired t-test is the same as testing if the set of all dAB4p and
dABpa are centered around zero, using a one-sample t-test. If there are more animals in AB
than in BA, our estimate of treatment effects (11 — 72) will be biased by a factor proportional
to (w1 —m2); when the sample sizes of both sequences are the same, there will be no bias in the
estimate of the treatment effect, but the error term will be inflated by a term proportional to
(1 — m2)%. Thus, a paired test results in biased estimates of treatment effects and/or inflated
variance estimates; counterbalancing, per se, does not result in a correct analysis, contrary to

what is sometimes believed.

To prevent these problems, we should use the Hills-Armitage approach, illustrated in Table
4.2 (p. 93) and described in more detail in JK (p. 23-28), SN (p. 42-44), and Crowder & Hand
(1990, p. 101). We take period differences (subtract period 2 from period 1) for both sequences,
yielding d12 45 and d12p4 for animals from sequences AB and BA respectively. The expected
values of these differences are: E(d1245) = (11 —72)+(m1—m2), E(d12p4) = (1o—71)+ (71 —72).

We can test for treatment differences comparing the means of d124p and d12g4 (d124p and

d12p4) between the two sequences (e.g., a two-sample t-test). Define 7 = 0.5(d1245 — d12p4);
its expected value is (71 — 72) (so there is no bias) and the variance contains only a term for
the within-individual errors (see expression in JK, p. 26). In other words, to test for treatment
differences we compute the mean between the first and the second period for each individual,

and then we use a two-sample t-test to compare these values between the two sequences. This
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Table 4.2: Simulated data (columns three and four) for a 2x2 trial. A common (incorrect)
analysis of treatment effects uses a paired t-test, which is the same as testing if the crossover
differences are centered around zero. The Hills-Armitage approach compares period differences
between the two sequence groups.

Sequence Subject Period 1 Period 2 Period Crossover
differences differences
dl124p dABARB

AB 1 16.5 11.1 5.4 5.4
AB 2 14.9 9.2 0.7 2.7
AB 3 14.2 6.9 7.3 7.3
AB 4 20.6 13.8 6.8 6.8
AB 5 18.2 12.8 5.4 5.4
d12p4 dABpa
BA 6 15.0 13.3 1.7 -1.7
BA 7 13.9 9.8 4.1 -4.1
BA 8 9.8 6.5 3.3 -3.3
BA 9 16.8 14.8 2.0 -2.0
BA 10 14.9 12.0 2.9 -2.9

method of testing for treatment effects is also called the CROS test.

To test for period effects, we compute cross-over differences (difference between periods
1 and 2 for subjects in AB, and difference between periods 2 and 1 for subjects in BA —
equivalent to computing differences between A and B for all subjects), and use a two-sample
t-test comparing these differences between the two sequences. Finally, to test for inequality
of carry-over effects we compare the sum of the values in the two periods between the two
sequences (see JK, p. 24-25); note that we cannot test for absence of carry-over effects, only
inequality or differential carry-over effects (see next section), and in the 2x2 designs differential
carry-over is confounded with sequence effects. A nonparametric version of these tests was first
described by Koch (1972) and is explained in JK (p. 51 and ff.) (but see Taulbee, 1982, for

corrections of expressions(4) and (6) in Koch, 1972 and JK, p. 27 and 56).

As an example, Table 4.2 shows a set of data from an AB,BA trial (these are simulated data,
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Table 4.3: ANOVA table for the analysis of the data in Table 4.2 using split-plot (parameteri-
zation as in JK, except no carry-over included).

Source d.f. SS MS F p-value

Between-subjects 9 130

Within-subjects stratum
Period (adjusted for Treatment) 1  99.5 99.5 231.7 0.0001
Treatment (adjusted for Period) 1 13.8 13.8 32.1 0.0001
Within-subjects residuals 8 3.4 0.4

Total 19 246.7

from a model with main effects of period and treatment and normally distributed subject and
random errors). Using the paired t-test approach to test for treatment differences we obtain
t9=1.098, p = 0.3. Using the Hills-Armitage approach we obtain tg=5.666, p =0.0005 (with the
Hills-Armitage approach we have one less d.f. as this is a two-sample t-test). In this example
the paired t-test fails because there are period effects, whereas the Hills-Armitage approach has

no problems with the period effects.

We can also analyse these data using a split-plot ANOVA (Table 4.3; see JK, p. 30-33).
The first stratum is individual; the second stratum is within-individual and is used for the tests
of interest (treatment effects). In this ANOVA, we use as explanatory or independent variables
treatment and period, and test for treatment effects after having entered period in the model
(and for period after entering treatment); these are called marginal tests. In this ANOVA
we have adjusted for the effects of period by incorporating period into the model, and thus
we obtain the exact same results as the Hills-Armitage approach (F = 32.1 = 5.666% = t2).
(However, an ANOVA that did not include period would yield the same incorrect results as the

paired t-test).

The problem of the paired comparison is the same regardless of whether we use a t-test,
a nonparametric test, or a randomization test. The cause of the problem is not the type of

statistic but failure to account for the effect of period. Unless there is strong evidence to the
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contrary, in most behavioural experiments we should assume that period can affect the results;
in this case, a paired test should not be used because it is inappropriate, regardless of whether
or not counterbalancing is used and whether or not there are the same number of subjects in
each sequence. Problems with period effects are not limited to two-treatment cross-over designs,

but affect all other designs as well (e.g., three treatment designs).

4.5 Carry-over effects

A potential problem of cross-over designs are period*treatment interactions (the effect of a
treatment is not constant over the different periods). One type of period*treatment interaction
is carry-over effect: the response to a treatment is affected by what treatment was applied in
previous period(s), so that past treatments have effects that last, or carry-over, to the following
periods. In the 2x2 design, but not necessarily in designs with more than two treatments or

periods, carry-over and any other treatment*period interactions are completely confounded.

Carry-over effects can bias the estimates of treatment effects and affect designs with any
number of periods and treatments. In most designs (including the 2x2), the cause of the
problem is not carry-over per se, but differential carry-over effects, i.e., the carry-over from
different treatments being different. For example, in Table 4.1 (p. 92), if there are differential
carry-over effects, our estimate of treatment effects using the Hills-Armitage approach will be
biased by A1 — Ag; if there are equal carry-over they will be indistinguishable from period effects,
and the Hills-Armitage approach will be unbiased. (Using a paired t-test, differential carry-over

effects will result in bias, even if there are no period effects).

Contrary to what is sometimes believed, counterbalancing does not eliminate bias caused by
carry-over effects, regardless of the number of treatments (e.g., Abeyasekera & Curnow, 1984).
Thus, there are two strategies for dealing with carry-over effects: a) minimise the chances

that they can happen; b) include them explicitly in the statistical model. Which one of these
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approaches is taken will affect both the design of the experiment and the analysis of the data.

For the 2x2 design, there has been considerable debate on how to deal with carry-over
effects. In the two-stage approach one first tests for carry-over effects and if no carry-over is
detected one then tests for treatment effects with the CROS test (see p. 93); if carry-over is
detected only the first period is used and one tests for treatment effects with the PAR test (as
if we were dealing with a parallel groups design). The problem is that the results from the two-
stage approach are either the same as for CROS or have an unknown but possibly very large
bias, as the results from the PAR test and the test for carry-over effects are highly correlated
(SN, p. 52-54; Grieve & Senn, 1998). This suggests that the two-stage approach should not be
used. On the other hand, it is debatable if we can trust the results of the CROS test without
first testing for carry-over (Jones & Wang, 1998). Tudor & Koch (1994; also Koch, 1998) have
proposed a three-stage procedure; it is not known if this three stage procedure performs much

better than the two-stage one.

With more than two periods, by making some assumptions it is possible to eliminate the
problems from carry-over effects by including carry-over effects in the statistical model. For
example, with 1st order carry-over effects, some designs (strongly-balanced designs; see Tables
4.4, p. 100 and 4.5, p. 101) result in estimators of treatment effects that are not affected by
the presence of carry-over effects. However, the assumptions that allow us to include carry-
over in the statistical model effectively might be unrealistic. One common assumption is the
absence of second-order carry-over (i.e., effects that carry-over two periods after the treatment
was applied); lack of second-order carry-over is frequently justified arguing that second-order
carry-over effects are unlikely if there are no first-order carry-over effects. A second common
assumption is the absence of carry-over*treatment interactions; carry-over by treatment in-
teractions occur, for instance, when a treatment can carry-over into other treatments but it
cannot carry-over into itself or when the effect of carry-over depends on the treatment into

which it carries over. Depending on the underlying biological phenomena these might either be
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reasonable approximations or completely inappropriate assumptions.

Senn (SN, ch. 10) discussed several reasons why models with carry-over effects are of no
use, emphasising that many of the above assumptions are unrealistic. He shows that carry-over
adjusted estimates can be even more biased than estimates unadjusted for carry-over. Thus,
Senn (SN; e.g., p. 14-15; ch. 10) advocates using sufficiently long times in between application
of treatments (wash-out periods) so that carry-over effects are very unlikely, and analysing the
data without ever attempting to adjust for carry-over effects. The practitioner, however, should
be aware that the results are conditional on the assumption of no carry-over effects. Moreover,
in many studies (e.g., comparison of a control with an active treatment) if carry-over is present
but not accounted for it will tend to underestimate the treatment difference (Jones & Lewis,
1995; SN, p. 102). In other words, carry-over will result in a decrease in power but not an
increase in the probability of rejecting the null hypothesis when it is true (Type I error rate).
In contrast to Senn’s approach, there is a large statistical literature that models carry-over
effects (e.g., JK, REA) and some authors strongly advocate always including carry-over effects

(e.g., Abeyasekera & Curnow, 1984).

Unfortunately, in many behavioural ecology studies not enough information is available to
determine what is a long enough wash-out period. A practical solution might be as follows:
first, design studies so that carry-over effects are unlikely. The experimenter’s attitude towards
carry-over effects should be explicit. Second, design experiments so that carry-over effects can
be included in the statistical model, (modelling carry-over effect in the most reasonable way).
If carry-over turns out to be present, a design that made a provision for carry-over would make
it possible to salvage the experiment, and would indicate that future experiments might need

to increase the wash-out period.

Moreover, in some studies presence of carry-over effects after what was considered a suf-
ficiently long wash-out period could reveal a phenomenon of interest in its own right, since a

carry-over effect would indicate that a past experience is much longer lasting than expected (e.g.,
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effects of prior defeats in aggressive encounters that affect fight performance more than 24 h
after the defeat). Finally, in some instances we might combine cross-over designs with between-
subject designs (e.g., Diaz-Uriarte & Marler, in prep.); an interaction between carry-over and
between-subjects treatment might indicate a potentially interesting biological phenomenon. For
instance, we might examine simultaneously the effect of hormonal treatment (a between-subject
treatment) and effects of presentation of a female vs. a control (using a cross-over trial). In
a study like this, an interaction between carry-over and hormone treatment would provide

evidence that hormonal treatment has affected how long-lasting the presentation of a female is.

4.6 Design of cross-over trials

Here T discuss the main designs that could be useful in behavioural studies; more details are
provided in JK, SN, and REA. I will only examine designs that consider period effects plausible.
To maximise power, subjects should be allocated to treatments so that there are equal numbers
of subjects for each sequence (and this restriction should be reflected when using randomization

tests).

During the design phase, it is essential to understand how the data will be analysed. For
example, some nonparametric methods for more than two treatments require that the designs
be of a specific kind or that allocation of subjects be done in a particular way; some other
methods only work with large sample sizes. These requirements might prompt one to either
change the design, to try to allocate more subjects or allocate subjects in different ways, or to

measure different response variables.

4.6.1 Designs for two-treatment trials.

The most common cross-over design is the AB,BA design. As we have seen, this design is

problematic in the absence of information about carry-over effects. Even when carry-over effects
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are not present designs with more than two periods can be preferable as they lead to estimators
of treatment effects with smaller variance, and therefore increase power (e.g., the ABB,BAA
design has a variance for the estimate of treatment effects which is 19% of that from AB,BA

—provided we use the same number of subjects, allocated in equal numbers to each sequence).

Table 4.4 (p. 100) shows three two-treatment designs, and some of their basic properties
which affect the degree of aliasing (aliasing refers to the presence, in the design matrix, of
covariates which are linear combinations of other covariates; technically, it refers to the amount
of overlap between the subspaces defined by the covariates; McCullagh & Nelder, 1989, p. 61-
68). The consequence of aliasing is that we cannot obtain separate estimates of each parameter.
Aliasing is a common problem in cross-over designs; the correlation between parameters is an
indication of aliasing, and is listed for many designs in JK (and can also be obtained by matrix
operations from the design matrix; see, e.g., REA). For instance, in the design ABB,BAA
the correlation between the estimate of treatment and carry-over effect is zero, and thus the
estimate of treatment effects is the same in a model with or without carry-over effects, which

is a good quality if the statistical model includes carry-over effects.

We can classify two-treatment designs by the number of sequences and the number of
periods. Designs differ in the variance of estimated treatment effects (tabulated in JK for
many designs). In general, the more periods the smaller the variance, but when sequences with
many periods are used it is more likely that there will be missing data for later periods; thus,
designs with more than 3 or 4 periods are not very advisable. Also, some designs are less affected
by having to end a trial before it was expected: if one uses a design such as ABBA,BAAB and
cannot collect data from the last period one is left with ABB,BAA which is a good design (in
contrast with eliminating the last period from AAAB,BBBA). When only two periods can be
used the AA,BB,AB,BA design (Balaam’s design for two treatments) can minimise problems
from carry-over effects; however, this design might be a worse choice than simply ensuring a

long enough wash-out period and using AB,BA.
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Table 4.4: Some cross-over designs for two treatments(see JK; definitions from Vonesh & Chin-
chilli, 1997 are slightly different from those in Laska et al., 1983 and JK).

Design Uniform  Uniform  Balanced® Strongly Variance of the Variance of the
within within balanced* estimator of estimator of
sequences! periods? treatment effects®  treatment effects

when carry-
over effects are
present’®

ABB,BAA No Yes Yes Yes 0.375 0.375

ABBA.BAAB Yes Yes Yes No 0.250 0.275

ABBA,BAAB, Yes Yes Yes Yes 0.250 0.250

AABB,BBAA

LA design is uniform within sequences if each treatment appears the same number of times within each
sequence;sequence effects are not aliased with treatment effects.

2A design is uniform within periods if each treatment appears the same number of times within each period,;
period effects are then not aliased with treatment effects.

3A design is balanced if each treatment precedes each other treatment the same number of times; in this case,
carry-over effects are aliased with treatment effects. A balanced design, as defined in JK, is one that is balanced
(as in this table), uniform within sequences —actually, each subject receives each treatment only once- and
uniform within periods, and with equal number of subjects per sequence.

1A design is strongly balanced (or completely balanced) if each treatment precedes each other treatment, in-
cluding itself, the same number of times; in this case, carry-over effects are not aliased with treatment effects.
SExpressed in multiples of (o2 /Total number of subjects), assuming equal numbers of subjects allocated to each
sequence.

Designs composed of many sequences will be more complicated to use, in particular with
limited sample sizes, as one will need sample sizes which are integer multiples of the number
of sequences (to have the largest power). This is more problematic when one uses blocking or
between-subject treatments (as one usually will want to use the complete design —i.e., all the
sequences— in each block or between-subject treatment). Designs composed of dual sequences
(i.e., pairs of sequences where the second sequence is obtained by interchanging the treatment
labels A and B of the first sequence) allow one to use simple and robust analysis based on
within-individual comparisons (see JK, SN; also DU2). The designs in Table 4.4 (p. 100) are

composed of dual sequences and are among the most useful for estimating treatment effects
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Table 4.5: Examples of cross-over designs for four treatments; a) Williams design; b) for every
pair of treatments two sequences can be found where the treatments appear in interchanged
periods (e.g., in sequence 1, A is in the 15 period and D in the 2"4 period, whereas in sequence
4 the positions of A and D are reversed.

a) b)
Sequence Period Sequence Period
1 2 3 4 1 2 3 4
1 A D B C 1 A D B C
2 B A C D 2 B C A D
3 C B D A 3 C B D A
4 D C A B 4 D A C B

and also perform well under different within-individual correlation structures (JK; Matthews,

1990).

4.6.2 Designs for more than two treatments

With more than two treatments we can distinguish between variance balanced (all pairwise
differences between treatments are estimated with the same precision) and partially balanced
designs (the variance of the comparison between two treatments depends on which two treat-
ments are compared). Partially balanced designs might be the best choice when there are several
experimental treatments and one control and we are most interested in minimising the variance
of contrasts between each experimental treatment and the control. We can also differentiate
between complete and incomplete block designs (e.g., SN, p. 163 and ff.; JK, p. 199 and f.); in
the latter the number of treatments is larger than the number of periods (so each individual is
not subject to all the treatments). Incomplete block designs are particularly useful with large
numbers of treatments; however, these are much more difficult to design and analyse, and thus

are of limited interest in animal behaviour studies.

If period can have an effect (as we generally assume), designs should be uniform within

periods (see Table 4.4, p. 100, for explanation). Designs uniform within periods can be based
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on Latin squares (briefly, suppose we arrange our design as a square, with n rows and n columns;
then, in a Latin square we can apply n treatments, and ensure that each treament is applied
once, and only once, in each row and column; for cross-over designs, the rows represent sequences
and the columns represent periods). Williams designs (e.g., Table 4.5a) are also balanced (with
respect to carry-over; see Table 4.4). Under certain assumptions, we can minimise problems
from carry-over effects by using extra-period designs. For example, we can use a Williams
designs to which we add a period so that the last treatment is equal to the previous one (e.g., in
Table 4.5, the first sequence would be ADBCC), and we obtain a strongly balanced design (see
Table 4.4, p. 100). However Williams and strongly-balanced designs might not be particularly
useful if carry-over is not an issue. Other designs based on Latin squares (e.g., Table 4.5b)
have the property that, for every pair of treatments two sequences can be found where the
treatments appear in interchanged periods (SN, p. 122 and 123); this property allows us to
use some nonparametric and multivariate analyses (see DU2). Discussion of designs for three
or more treatments can be found in SN (ch. 5, 9, 10), JK (ch. 5), and REA (ch. 5 and 6).
In general, designs for more than four treatments will require sample sizes larger than those

available in most behavioural studies.

The assignment of subjects to sequences (including blocking), and the election of the number
of squares, are discussed in SN (p. 123 & 209-210) and JK (p. 196-197; 198-199). In a three
treatment trial, we can either use one or the two Latin squares (if carry-over effects are included
in the model, we will use the two sets of Latin squares). For four treatments, either several
squares or a single one can be used; the latter is generally simpler and will be less affected by

loss of subjects.

Finally, the optimality of the designs discussed above depends on assumptions that might
be inappropriate in some cases (e.g., when we expects treatment*carry-over interaction). It is
possible to construct optimal cross-over designs tailored to the particular assumptions of our

model (see Donev, 1998; Jones & Donev, 1996), and also use a sequential approach to trial
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design, so that assumptions can be incorporated as information becomes available.

4.6.3 Between-subjects designs and baseline data

Cross-over designs can be used in experiments that also include between-subject treatments
(e.g., comparing the effect of female presence/absence in a cross-over trial, in which different
individuals have been assigned to different hormonal manipulation treatments). Inclusion of

these between-subject factors in the analyses is reviewed in DU-2.

The use of baseline data (data collected before treatment(s) is(are) applied) can be found in
JK and SN (see also Tsai & Patel (1996) for non-parametric analysis of a 2x2 design). Baseline
data can increase the sensitivity of tests for treatment*period interactions and between-subject
treatments; however, baseline data do not increase sensitivity of tests of direct treatment effects,

and thus are unlikely to be useful in most behavioural studies.

4.7 Conclusions

Cross-over designs can result in an increase in power and reduce the number of animals needed
in a study, which is particularly important if there are ethical concerns or we are working with
small and /or threatened populations. However, the analysis of cross-over trials tends to be more
complicated than the analysis of parallel trials, and the potential for aliasing of effects in cross-
over designs is larger; in addition, cross-over trials require that subjects be used repeatedly.
Thus, election of cross-over designs vs. parallel trials will have to consider how costly it is
to obtain new subjects vs. how costly it is to obtain repeated measures of the same subject.
Additional (but rarely available) information on within- vs. among-individual variance would
allow more informed choices between cross-over and parallel group designs (see details in SN,

ch. 9).
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In many studies conducted in the lab or in field enclosures that require lengthy training
or habituation of animals, cross-over trials are probably good choices (if not the only option).
In some field studies relocating subjects might be too time consuming compared to finding
new subjects, whereas other field studies use individually-marked animals that can be relocated
easily. However, even when subjects are easy to relocate, cross-over designs might be difficult
to use in field conditions: the assignment of subjects to sequences will have been done before
the animals are actually found on a particular day, and for period to have the same meaning
across subjects, the time interval between periods should be comparable among animals. These
conditions might impose too many constraints on which particular animals need to be found

on a particular day, and could make cross-over designs less attractive.

The type of response will also affect the design of choice (see DU-2: next chapter). Thus,
during the design stages (i.e., before any data have been gathered) it is very important to
decide upon and understand the types of analyses that will be used; this might show that
certain analyses are not possible and could prompt a change in the design. It is too risky to

assume that any design and type of data can be analysed statistically.

In summary, this paper has argued that: a) a large number of designs is available for
behavioural studies; designs composed of dual sequences are usually preferable, and even when
dealing with two treatments we might not want to limit ourselves to the 2x2 design (see Table
4.4, p. 100); b) we will (virtually) always have to include period in our statistical analyses; c)
we need to think about carry-over effects and what constitutes an appropriate wash-out period;

how we are dealing with period and carry-over effects should be made explicit.
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Chapter 5

Cross-over trials in animal behaviour.

II: Analysis and plotting

5.1 Abstract

Cross-over trials are frequently used in animal behaviour experiments but are often analysed
incorrectly (see previous chapter). In this paper I review methods of analysis of cross-over
trials in the context of animal behaviour experiments. I group methods of analysis according
to the type of response variable: non-parametric and robust methods for metric responses,
parametric methods for metric responses —linear mixed-effects models—, models for categori-
cal responses both non-parametric and parametric —extensions of generalized linear models—,
censored observations —survival analysis—, and multivariate responses. Within-individual con-
trasts are explained in detail early on, as they are the basis of many different methods, from
non-parametric to multivariate and survival-based models, and they offer a useful framework for
extending the analysis of data from cross-over trials to situations where robust methods might
be needed (e.g., permutation tests of censored multivariate responses). In this chapter T also
discuss some types of plot that are specific and particularly useful for cross-over trials. Before
conducting a study, it is of paramount importance to consider both the design and analysis,
since the type of response can affect the choice of design. Moreover, some types of responses
can be very difficult to analyse, specially with small sample sizes, and can result in very low

statistical power (in particular categorical and survival data), and might prompt us to redesign
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the experiment or consider measuring other responses.

5.2 Introduction

Cross-over trials are frequently used in animal behaviour (see Diaz-Uriarte, in review —previous
chapter; hereafter DU-1) as they allow us to conduct experiments with relatively small numbers
of subjects that nonetheless achieve high statistical power by using each subject as its own
control (Jones & Kenward, 1989 —hereafter JK; Senn, 1993a —hereafter SN). Thus, cross-
over designs are powerful tools when repeated testing of one subject is much simpler than
recruitment of new subjects. However, cross-over experiments in animal behaviour studies
are usually analysed incorrectly, as if they were matched pairs or "typical” repeated-measures
designs, which they are not (see DU-1 for details and examples). The main problems are
failure to account for period and carry-over effects. The widespread used of inappropriate
analyses could be the result of a lack of information about cross-over trials in statistical texts
commonly used by behaviourists. The problem is compounded because in many behavioural
experiments researchers often record data (such as categorical data or censored time to event
data) that might not allow the use of standard parametric analyses, and frequently measure

several response variables that ought to be analysed with multivariate techniques.

The main objective of this paper is to review the analysis of cross-over designs in the
context of animal behaviour experiments. This paper should be of immediate and practical use
for behaviourists and statistical consultants working with behaviourists. I review and show the
connections among different methods that have recently appeared in the statistical literature
and are relevant to behaviourists (e.g., multivariate responses and time to event data), but
that are not covered in available texts (JK; SN; Ratkowsky et al, 1993). On other topics (e.g.,
linear mixed-effects models) I provide practical discussion in the context of cross-over trials.
Nonparametric and categorical data methods are considered in recent reviews of cross-over

trials; T have included some new papers and eased the use of these methods by cross-referencing
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statistics textbooks and software packages. Small sample sizes, blocking, and among-subject
treatments are all relevant to animal behaviour experiments and are considered throughout
the paper. I concentrate on methods that are available in major statistical packages (specially
SAS, S-Plus, and R; note that R is free GNU software that can be obtained from CRAN
at http://cran.r-project.org and mirror sites; unless specified otherwise, S-Plus libraries are
available from Statlib at http://lib.stat.cmu.edu and R libraries from CRAN), or that can be
implemented with a minimum amount of code writing. Finally, I emphasise randomization and
permutation tests (e.g., Edgington, 1995; Good, 1994; Noreen, 1989). Randomization tests,
increasingly used in behaviour and ecological research (e.g., Manly, 1997; Crowley, 1992), are
a general alternative when parametric assumptions are not met, can be more powerful and
flexible than traditional "non-parametric" methods, and might be the most appropriate tests

for many experimental settings (Ludbrook & Dudley, 1998).

I review the analysis of data from cross-over designs according to the type of response
variable (e.g., Agresti, 1990, ch. 1). A metric or interval response is one that has numerical
distances between any two levels of the scale (e.g., length); arithmetic operations on the response
are meaningful. One special type of metric responses is time to an event (examined later).
Ordinal variables are categorical variables that have ordered levels (e.g., bad, fair, good), but
differences, sums, and other algebraic operations on the ranks or levels are not meaningful.
Nominal categorical variables have levels without natural orderings (e.g., Buddhist, Christian,

Hindu). A particular type of categorical responses are binary outcomes (such as success/failure).

I first review the analysis of data from cross-over experiments. Next I cover plotting and
graphical summaries in cross-over experiments. Then I discuss sample size and missing data.
I conclude with some recommendations on the use and analysis of cross-over experiments in
animal behaviour experiments. Elsewhere (DU-1 —previous chapter) I have reviewed some

basic terminology and the design of cross-over trials.
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5.3 Metric responses: nonparametric and robust methods

5.3.1 Within-individual contrasts

With two treatments and dual designs, a common way to carry out robust analyses (JK, p. 60-
65; 160; Hafner et al., 1988) is to use within-individual linear contrasts to reduce the data from
each individual to a single number and then compare these numbers between sequences. The
use of within-individual contrasts is the basis of many analyses of cross-over trials (including

some multivariate analyses), and thus will be explained in detail.

The within-individual contrasts are linear functions of the observations of each subject; the
contrasts’ coefficients are the same for all sequences, and the sum of the contrasts’ coefficients
adds to zero. The estimator of the effect of interest is the difference between (the mean of the)
within-individual contrasts of the two sequences. For example, in the 2x2 design the contrast
for treatment effects is the difference between the measures in the first and second periods; we
obtain the estimator of treatment effects as the difference between the mean contrasts from

sequences 1 and 2 (see JK —pp. 23-28— and SN —pp. 42-44; also DU-1).

Contrasts are chosen so that they isolate the effects we are interested in (e.g., treatment
effects). In the 2x2 design the Hills-Armitage analysis (explained in DU-1) is an example of the
within-individual contrasts logic. In more complicated designs, there can be several possible
linear contrasts for a particular effect, but the estimators with the smallest variance are the
Ordinary Least Squares (OLS) estimators (Hafner et al., 1988). The design matrix X (with
one row per cell mean) used to obtain the OLS estimators includes subject, treatment, and
period effects and, if appropriate, carry-over effects (see Ratkowsky et al., 1993, for examples
with cross-over designs). SN (p. 238-248) shows how to obtain the estimators without using
matrices. Although these OLS estimators are, strictly, only optimal for uniform covariance
structures, with other covariance structures the estimators are less efficient but are still unbiased

(see JK) and will not result in increased Type I error rates. These estimators will all take the
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form of a difference between groups of contrasts among the periods and all the valid contrasts

must have the same form in the two sequences.

Once we obtain the contrasts, we compare them between the two sequences. As a test
statistic we can use the difference between the two sequences of the mean (within sequence) of
the within-individual contrasts. The p-value for this test can be obtained from a randomization
test (e.g., Edgington, 1995), an independent t-test, or a Wilcoxon rank sum (=Mann-Whitney)
test (e.g., JK, p. 51-60; SN, p. 93); Tudor & Koch (1994; hereafter TK) use the quadratic
statistic given by their eq. 2.8 instead of a t-test. If using a Wilcoxon rank sum test, the
ranking is done after the linear contrasts are applied (i.e., we do not rank the original data).
Covariates (if their value remains the same over all periods of an individual) and other factors
can also be examined by using as a response variable the within-individual contrasts (instead
of the original values themselves) in a linear model that includes the covariates (e.g., Hafner et
al., 1988). If using randomization tests, the restrictions in the allocation of subjects (e.g., same

number of subjects to each sequence) should be taken into account.

In some designs (e.g., ABBA,BAAB), the variance of the estimator of treatment effects
is smaller when no carry-over effects are included in the model. We can start with an OLS
estimator from a design matrix that includes carry-over effects, and if the test of carry-over
effects clearly indicates that these effects are unlikely, we could obtain a new OLS estimator

of treatment effects from a design matrix that includes no carry-over effect (e.g., Hafner et al.,

1988).

An analysis based on within-individual contrasts is robust in the sense that it makes no
assumptions about the covariance structure (JK, p. 65, 160, 283; Hafner et al., 1988), although
the analysis does assume that the responses of different animals are independent. However, in
particular in designs with many periods, power is lost with respect to, say, a linear mixed-effects

model when assumptions of the mixed-model are met.

The use of contrasts can be understood in a randomization test context. Under the null



112

hypothesis of no treatment effects, an individual that was assigned to sequence AB would have
yielded the same pair of values if it had been assigned to sequence BA, because individuals are
assigned randomly to sequences. Thus, the difference between periods 1 and 2 should be the
same regardless of sequence assignment (note that possible period effects are thus taken into
account). Contrasts must be the same regardless of sequence: under the null hypothesis, a linear
combination of an individual’s responses must remain unchanged —i.e., the estimate must be
invariant under permutations of the observations. For most designs we cannot test for period
effects using a randomization test: as periods are not randomized, the order of observations
must remain the same in all possible random assignments of subjects to sequences (Shen &
Quade, 1983). In fact, the OLS estimator for period will differ depending on the sequence, and

we cannot devise a randomization test to examine period effects.

Transformations of data can affect the results of nonparametric and randomization methods.
Before conducting any analyses, we should consider the appropriate scale for the data; e.g., if
the effect of treatment will be to increase the response in one treatment by a multiple of the
response under the other treatment (i.e., a multiplicative effect) then we will probably want to
log-transform the data before any tests. Notice, however, that interpretation of results from
parametric and non-parametric tests can differ (e.g., Conover, 1980; Johnson, 1995; Stewart-

Oaten, 1995; Seaman & Jaeger, 1990).

5.3.2 Blocking, among-subject treatments, and more than two sequences

When experiments are carried out in blocks (e.g., weeks, age groups, or locations), analyses that
use randomization tests can be applied as before, but the randomization tests must preserve
the restricted randomization used in the experiment (e.g., Edgington, 1995; p. 131; Noreen,
1989, p. 28; Maritz, 1995, p. 191). The test statistic is computed from all data together for
each permutation, but the random reallocation is restricted to within-blocks. Designs that

involve both among and within-individual level treatments can be analysed with the approach
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above, although care is required in the selection of the test statistic and the specification of
the underlying model (e.g., interactions between the among and within-individual treatments
should generally be considered). An alternative is to use the extended Mantel-Haenszel test
(e.g., Agresti, 1990, p. 283, Koch & Edwards, 1988, p. 418; for cross-over TK, p. 358 and 375;
there are several tests which contain the words "Mantel-Haenszel"; the test referred to here is
applicable to ordinal response variables). With small sample sizes, this statistic’s approximate
chi-square distribution (1 d.f.) is not appropriate, and the p-value should be determined with

a randomization test.

Designs made by pairs of dual sequences can be analysed like a blocked design, but now
each sub-design will have its corresponding OLS estimator. The analyses using t-tests involve
obtaining a combined estimator of the treatment difference and its variance, and are shown in
JK (p. 171 and ff.). Alternatively, with randomization tests, the testing procedure would be
analogous to a blocked design, where each sub-design constitutes a block (e.g., TK, p. 376);
however, in contrast to the blocked design, here the test statistic is computed separately for
each of the designs, and later combined (after weighting by sample size of each sub-design). For

the AA,BB,AB,BA design see Elswick & Uthoff (1989; also TK, p. 374).

5.3.3 More than two treatments

Non-parametric tests of designs for three or more treatments are more complicated. SN (p.
144-152) presents a test that can be applied to designs with the appropriate structure (e.g.,
previous chapter, Table 4.5b, p. 101); the procedure is analogous to the one used for designs
made of dual sequences (see paragraph above), where we test differences between pairs of treat-
ments by arranging sequences in pairs where the two treatments appear in interchanged periods
(analogous to dual designs). For each pair, we obtain the statistic by forming the appropriate
within-individual contrasts. We then combine the statistics over all pairs of sequences using a

weighted sum. This is another example of the extended Mantel-Haenszel test, and can be anal-
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ysed as such (SN, p. 150; Koch & Edwards, 1988). Application of this test requires a particular
(and somewhat restrictive) design; if we suspect we will use nonparametric methods, we should

design the trial to conform to this structure in advance.

For designs that do not have this structure, Peace & Koch (1993) present a more general test,
which is based on obtaining sequence differences of period contrasts, so as to isolate the effects
of interest (e.g., pairwise differences between treatments). This method requires relatively large
sample sizes and that the different sequences have the same number of subjects; allocation of
subjects to sequences during the execution of the experiment should be done by blocks (with
number of subjects per block an integer multiple of the number of sequences). A randomization
test for a three-period, three-treatment trial is shown in Shen & Quade (1983); it can handle

missing data, but assumes uncorrelated errors.

Tests for three-treatment, three-period designs that consist of replicated sets of two Williams
squares are shown in Bellavance & Tardiff (1995). These tests are based on a non-parametric test
of a randomized block design (a procedure similar to, but more efficient than, Friedman’s test);
it assumes that correlation of errors across time does not change, and it can not be extended
to more than three treatments. For the s-treatment, s-period (s>3) Williams square design,
Ohrvick (1998) presents tests for treatment effects (and procedures for multiple comparisons);

these tests also assume that correlation of errors across time does not change.

5.4 Metric responses: linear mixed-effects models

The distinguishing features of cross-over designs (e.g., JK; Lindsey, 1993) are time-changing co-
variates (the most obvious one being the within-individual treatment; other within-individual
covariates might also change over time) and potentially correlated observations within individ-
uals. Covariates can easily be considered in linear mixed-effects models, and these models can

also be used to analyse complex experimental designs. Traditionally, cross-overs (and other re-
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peated measures designs) were analysed with split-plot ANOVA. With more than two periods,
however, the split-plot analysis makes restrictive and potentially unrealistic assumptions about
the covariance structure (the so-called sphericity condition that, for example, implies that dif-
ferences between responses in any two periods have the same variance). There are ways to deal
with these restrictive assumptions (e.g., Diggle et al., 1994; Crowder & Hand, 1990), but it is
generally more satisfactory to directly model the covariance structure using linear mixed-effects
models (see Pinheiro & Bates, 2000; Littell et al., 1996; also Verbeke & Molenberghs, 1997;
Bennington & Thayne, 1994; Lindsey, 1993). Mixed models are ideally suited for cross-over
experiments as the latter include both fixed effects (treatment, period, carry-over) and random
effects (the subjects or animals). Moreover, software for linear mixed models allows flexible
modelling of the covariance structure, deal much better with unbalanced data than traditional
ANOVA| and allow use of covariates that change both at the within and among-individual level.
Additionally, mixed models can recover information about treatment effects available between
subjects (Littell et al., 1996), which can be important in cross-over designs with unbalance
(Brown & Kempton, 1994), either from missing data or by design —e.g., partially balanced
designs. Finally, linear mixed-models are natural for examining questions of repeatability and
individual differences (an important topic in animal behaviour —e.g., DeWitt et al., 1999; Ara-
gaki & Meffert, 1998; and references therein), as they make it possible to test the relevance of

the among-individual variance component.

Linear mixed models can be fitted using, for example, S-Plus and R (library nlme), SAS
(PROC MIXED), as well as BMDP, Genstat, and others. Examples with cross-over trials are
presented in Vonesh & Chinchilli (1997, ch. 4), Littell et al. (1996, pp. 392 & ff.), Lindsey (1993;
pp. 136 & ff.). Aside from the modelling of covariance structure and variance heterogeneity,
mixed models have many similarities with the usual linear models. An overview of the theory
of linear mixed models can be found in Pinheiro & Bates (2000) and Littell et al. (1996) (see
also Davidian & Giltinan, 1995, ch. 3). General strategies for model building are discussed
in Pinheiro & Bates (2000) and Diggle et al. (1994; specially ch. 4 and 5) (see also Verbeke
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& Molenberghs, 1997); in the context of cross-over designs, see Vonesh & Chinchilli (1997,
ch. 4). Diagnostic plots of fitted models are covered in detail in Pinheiro & Bates (2000; see
also Verbeke & Molenberghs, 1997). Mixed models present some difficulties with selecting the
appropriate degrees of freedom to use when testing fixed effects (Brown & Kempton, 1994 —but
with large F-values the differences in d.f. are inconsequential), and can be questionable with

small sample sizes (in particular for the effect on estimation of the covariance matrix).

Because of the problems with carry-over effects, there has been disagreement about the
appropriate parameterisation of the 2x2 design (e.g., see Ratkowsky et al., 1993, ch. 3). One

parameterisation, based on JK (p. 30) is

Yijk = 1+ Ai + sij + other.random  + 7y + 74y ) + other fixed + e;%

where in the fixed effects part p is the intercept, A is the carry-over (which in this parameterisa-
tion is equivalent to a sequence effect), 7 is the effect of period k, 7 is the direct treatment effect
of the treatment given in period k of sequence group i, s are independent and identically dis-
tributed (i.i.d.) N(0,02) are the random effects of individual j in sequence i, and e i.i.d. N(0,0%)
are the within individual errors. All random effects are independent of each other. "Other.fixed"
refers to other fixed effects (covariates like body weight or temperature), and "other.random"

refers to other random effects (e.g., blocks). A problematic aspect of this parameterisation for

the 2x2 design is the inclusion of the carry-over effects (see discussion above).

A parameterisation that can be extended to models with more than two periods is

Yijk = i+ & + other.fixed + other.random + s;5 + T + Tqp k) + Adfik—1) + €ijk

where everything is as above, but we have added ¢ as the effect of sequence. e i.i.d. N(0O,R) is
the random error associated with the m-th period measurement of subject k from sequence i,

where R is the within-individual covariance matrix and is the same across levels of i, j, k. All
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random effects are independent of each other. Here we can include both sequence and carry
over effects. When there are more than two periods, the covariance structure should always be
modelled appropriately. I have included in the later model a sequence effect; this is not done
by JK or SN, but it appears in Vonesh & Chinchilli (1997, ch. 4; see also Lindsey, 1993, p.
15 and 135). We will generally want to include a term for sequence for three reasons. First,
when fitting mixed models it is convenient to start with a "saturated model" to estimate the
covariance structure (Diggle et al., 1994, ch. 4). Second, the sequence effect, if significant, might
alert us to potential problems with the model; a significant sequence effect might result from
bad luck during the randomization of subjects to sequences, but it could also be the result of
higher order treatment*period and treatment*carry-over interactions not included in the model
(see also Elswick & Uthoff, 1989). Third, in some cases sequence effects might be what are
affected by among-subject treatments (i.e., we will find significant sequence by among-subject

treatment interactions).

When modelling period effects it might be appropriate to initially model them as a categor-
ical variable (as the effect of period might plateau), but it might be possible to obtain a simpler
model by using polynomial contrasts and sequentially eliminating the higher-order terms, which
could result in a model with just a linear trend with time. Moreover, modelling period as a
continuous variable eliminates the confounding of period with carry-over (Ratkowsky et al.,
1993). Finally, although a typical strategy of model building is generally employed (JK, but
see SN), where non-significant terms are dropped from the model, the correct approach with

non-significant carry-over effects is debated (e.g., JK, p. 150).

There are some differences in the literature on how to code the carry-over term. For example,
suppose that our design has treatments A, B, C; we will need a carry-over column in our data
with levels A, B, C, and 0 (Crowder & Hand, 1990, p. 107), as the first period has no previous
treatment (but this means that the first period and carry-over 0 are completely confounded).

This is the approach used by SN and Littell et al., 1996 (p. 392). However, in SAS we will
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not be able to obtain estimates (e.g., LSMEANS statement); thus, Littell et al. (1996) recode
carry-over, creating one dummy variable per treatment which has a 1 if that treatment was in
the previous period, and 0 otherwise; this has no effect on the p-values, but allows to obtain
estimates. We can also use dummy variables for both period and carry-over that avoid over-
parameterisations (see e.g., Diggle et al., 1994, p. 156). In the example of three-periods and
three-treatments, for period we use two dummies (say, x1 and x2), which take value 0 on the
first period, and for carry-over we use also two dummies (say, x3 and x4), which take value 0
for previous treatment A; note that we do not need to code for the no-carry-over of the first
period, as this corresponds to x1=0 and x2=0. This third coding strategy should produce
similar results as the first two. The first two approaches do not work with nlme (S-Plus and
R) if period is coded as a categorical variable, as we end up with a singular design matrix;
however, the third will work in both SAS and S-Plus and R. Littell et al. (1991, p. 206) use a
different method, which can yield different results from the above one. Ratkowsky et al. (1993)
propose making the first carry-over (0) equal to one of the other treatments; this, however, is
not recommended as results from mixed models depend on which other treatment is placed as

the carry-over in the first period.

The d.f. that our analyses will yield should be examined during the design period, and
also serve as a check of the software output (but beware that Satterthwaite’s approximation
might yield different d.f. in unbalanced designs). Following JK (p. 141), for a design with
s sequences and p periods we will have (sp-1) d.f. that can be divided in (s-1) d.f. between
groups, (p-1) between periods, and (s-1)(p-1) for the group*period effects (more will be available
if period is modelled as a continuous variable). The latter (group*period d.f.) are the d.f. which
relate to the effects of interest, specially treatment effects, treatment*period interactions, and
carry-over effects. We can partition these d.f. in several different ways, but we will always be
limited by the total (s-1)(p-1) d.f. (or more if period is continuous). JK discuss how some
terms (in particular carry-over and treatment*period) might be aliased, which can affect the

interpretation of treatment effects (see also Koch et al., 1983). With among-subject treatments,
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some of the d.f. will be used to account for interactions such as treatment*among-subject

treatment, period*among-subject, etc.

5.5 Categorical data

Categorical data are among the most difficult to analyse in cross-over designs; at the same time
this is an area of very active statistical research. I start discussing several nonparametric-like
methods, first for binary responses and next for ordinal outcomes. Later I review methods that

are explicitly model-based.

5.5.1 “Nonparametric-like methods”

For the 2x2 trial with binary response, there are two main tests for treatment effects (see JK, p.
89-105; SN, p. 106-109; Crowder & Hand, 1990, p. 109-110; Fidler, 1984), and (as usual) these
tests are appropriate for treatment effects in the absence of differential carry-over effects. Both
tests are based on comparing scores for individuals in the two periods; each subject yields a pair
of responses, cd, which means response ¢ in period 1 and response d in period 2; thus, we can
have pairs 00, 11, 01, 10 (the last two outcomes are referred to as showing a preference). The
Mainland-Gart test uses only information form the 10 and 01 outcomes, comparing the number
of each of these outcomes between the two sequences using, for example, Fisher’s exact test.
Prescott’s test is equivalent to scoring profile 01 as -1, profile 10 as +1, and profiles 00 and 11
as 0, and comparing the mean profile between the two sequences using a randomization t-test
(which is equivalent to using an exact conditional test for linear trend on the 2 x 3 contingency
table —this is different from an exact test for independence). If the software package reports
one-sided p-values for exact conditional tests for contingency tables we will want to double
that p-value. The Mainland-Gart test does not depend on the random allocation of subjects

to sequences, whereas Prescott’s test does, but in virtually all behavioural ecology experiments
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subjects will have been allocated to sequences randomly. Moreover, Prescott’s test is generally
more sensitive than the Mainland-Gart test. Thus, Prescott’s test is likely to be the more useful
of the two. However, tests of binary response data in 2x2 trials tend not be very powerful (i.e.,
they are not very sensitive to treatment differences), and this can be aggravated if only a few
subjects in each sequence show a preference (i.e., are either 01 or 10). Becker & Balagtas
(1993) present a test that can can be slightly more powerful than Prescott’s test, but is also

more complicated.

For binary responses and designs with three or more treatments and a particular structure
(e.g., Table 4.5 b, p. 101), SN (p. 153-155) proposes a method analogous to the one described
above for non-parametric analyses of metric responses with more than two treatments; this

method can be applied with both Mainland-Gart’s and Prescott’s tests.

With ordered categorical data, Senn (SN, p. 109-113; for a detailed example see also Senn,
1993 b, and discussion by Ezzet & Whitehead, 1991, 1993) presents a simple method based on
a heuristic argument for the 2x2 design. For each subject, we reduce the data from the two
periods to another ordered categorical response (e.g., if in period 1 an individual was in good
condition whereas in period 2 it was in very good condition, the value for this individual becomes
"improve"). We are left with ordinal data for each sequence, and differences between the two
sequence groups are an indication of treatment effects. We can compare the two sequence
groups using, e.g., proportional odd models (Agresti, 1990, pp. 323-331). These methods might

be questionable in trials with small sample sizes.

Alternatively, for ordinal data, TK (pp. 359-361) present several tests based on Wilcoxon’s
rank sum statistic; these tests involve differences between ranks within periods (in contrast to
the other non-parametric tests where ranking was done over the whole sample). These statistics
are easy to compute; with small samples, the p-value can be obtained from the permutation
distribution. A more complicated approach is presented in Brunner & Newmann (1987) who

use different tests based on alternative schemes of ranking the observations.



121

For 2-treatment, 2-sequences (and >2 periods) designs, Jung & Koch (1999) present a
development of methods discussed in TK (p. 361-362) based on Mann-Whitney measures of
association. In each period, these statistics estimate the probability of a larger response of a
randomly selected member from one of the groups relative to a randomly selected member of
the other group. This method allows stratification and inclusion of covariates and only requires
moderate sample sizes (> 10 individuals per sequence); the method is slightly complicated to
apply (although Jung & Koch, 1999, present three detailed examples of application), but is
useful for ordinal response variables and continuous asymmetric distributions (with possible
outliers). Nonparametric methods for ordinal data with three or more treatments are not well

developed.

5.5.2 Explicitly model-based methods

The methods in the previous section are specific for certain types of responses and/or designs.
However, it is possible to analyse categorical data (binary, nominal, and ordinal) for a potentially
unlimited range of cross-over designs with methods based on explicit models (see Kenward &
Jones, 1994). These methods are based on generalized linear models (McCullagh & Nelder,
1989; Agresti, 1990; Dobson, 1990; Crawley, 1993). Generalized linear models are extensions
of linear models that make it possible to analyse data in which a function —called the link
function— of the mean response (but not the response itself) is linearly related to a set of
predictors, and where the variance of the response might be a function of the mean response;

generalized linear models have become the standard way of analysing categorical data.

With categorical data (and also with other data, such as survival; see below) we need
to distinguish between different types of models, the two most common being marginal or
population averaged, and subject-specific or random-effects (see discussion in Kenward & Jones,
1994; Albert, 1999; Diggle et al., 1994, ch. 7; Lindsey, 1993, ch. 2; Liang et al., 1992; Zeger

et al., 1988). Briefly, marginal models model the marginal distribution of the response as
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a function of the explanatory variables; this modelling is done separately from the within-
subject correlation across time (which is treated as a nuisance) and the estimated coefficients
have a population interpretation (not an individual interpretation). In contrast, in subject-
specific models a random effect for an individual is introduced (as was done in the linear mixed
models), and the parameter estimates (say, for treatment effects) modify the probability of a
specific subject giving one response instead of another. The distinction between marginal and
subject-specific models is not important for linear models because we can formulate the two
approaches so that the coefficients have the same interpretation; however, with categorical (and

survival) data this is generally not the case for most link functions.

Generalized estimating equations (GEE) are marginal models and can be implemented (see
Horton & Lipsitz, 1999) using SAS (PROC GENMOD) and S-Plus and R (library gee; for
S-Plus also library yags at http://www.biostat.harvard.edu/ carey); GEE’s should perform
relatively well in experiments with at least 20 subjects; estimators (e.g., of treatment effects)
are consistent even when the correlation structure is misspecified, and testing is done using a
robust estimator of variance; Albert (1999) and Horton & Lipsitz (1999) present useful tutorials
on GEE’s. However, J. K. Lindsey, has pointed out —pers. comm.— that GEE’s are not
appropriate for cross-over designs, because GEE’s treat dependence among observations as if
treatments were between subjects, instead of within subjects; thus, the corrected standard errors
from GEE’s are inflated instead of reduced —the opposite of what one wants—, and therefore
result in lower statistical power. Generalized linear mixed models are subject-specific models
in which the random subject effects are assumed to follow some distribution; these models can
be fitted with SAS (PROC NLMIXED and macro GLIMMIX —Littell et al., 1996), and R
(library repeated, from J. Lindsey, available at http://www.luc.ac.be/ jlindsey/rcode.html; see
also Lindsey’s libraries gnlmm for generalized non-linear mixed models and library growth) but
might not perform adequately with small sample sizes. Conditional likelihood models are also
subject-specific models (but here the subject effects are eliminated), and they can be fitted
using software for log-linear models, such as SAS’s PROC CATMOD (see Kenward & Jones,
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1991, for examples), and for some conditional models distribution-free and exact permutation
tests are available (Agresti, 1993; Kenward & Jones, 1994). Discussion and references of GEE’s
and generalized linear mixed effects models can be found in Albert (1999), Horton & Lipsitz
(1999), Littell et al. (1996, ch. 11), Vonesh & Chinchilli (1997, ch. 8), Diggle et al. (1994, ch.
7-9), Kenward & Jones (1994), Lindsey (1993, ch. 2), Lipsitz et al. (1994), and SAS’s on line
manual (which includes a cross-over example). Recent examples of applications to cross-over
trials are shown in Diggle et al. (1994; GEE’s in pp. 154-159; conditional likelihood in pp.
175-181), Kenward & Jones (1994) and Lindsey (1993, pp. 201-204).

5.6 Time to event data: censored observations

Many studies in animal behaviour collect time to event data (also called failure time data or
survival data) such as time until a certain behaviour is displayed (e.g., time to reemerge from a
refuge following a predator’s attack). Generally, animals are observed for a predetermined time,
and the observer records when the event takes place. If the event takes place in every period for
every subject, these are metric data (and can be analysed with either parametric or nonpara-
metric methods). However, for some subjects the event might not occur within the observation
period, which results in censoring (i.e., all we know is that the time till the event occurs is
larger than the observation time). Although a small number of censored observations proba-
bly does not preclude the use of the parametric and nonparametric methods above, censored
observations make usual techniques for metric data, including non-parametric ones (see France
et al., 1991; Ducroq, 1997), inappropriate. Censoring can violate several of the assumptions
of both parametric and non-parametric tests and will result in tests insensitive to treatment
effects and biased estimates of treatment effects. In particular, converting survival data into
0/1 data (for no-event and event respectively) is not only arbitrary (the coding depends on
the time at which the categorisation is made) but is also a very inefficient use of information.

Moreover, 0/1 scores do not really facilitate the analysis with cross-over designs.
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Censoring can be of several types (for details see, e.g., Klein & Moeschberger, 1997; Lee,
1992). The most common in behavioural studies is Type I censoring, where the event is observed
only if it occurs before some predetermined time. This censoring time is usually common for all
individuals; with random censoring —censoring time a random variable— data can be analysed
with methods for Type I censoring, provided that censoring and survival times are independent

(O’Brien & Fleming, 1987; Heimann & Neuhaus, 1998).

Analysis of censored data, generally referred to as survival analysis or reliability analysis,
is well developed (e.g., Klein & Moeschberger, 1997; Collett, 1994; Lee, 1992; Lawless, 1982;
Kalbfleisch & Prentice, 1980), but techniques applicable to experiments where the same indi-
vidual experiences the event repeatedly are not common. Some methods have been proposed
to analyse paired censored data (e.g., Woolson & O’Gorman, 1992; O'Brien & Fleming, 1987),

but these methods cannot be applied to cross-over designs if there are period effects.

Two recent techniques available to analyse repeated time to event derive from the analysis
of multivariate time to event data, but might not be appropriate with small sample sizes. The
method developed by Lee et al. (1992; see also Lin, 1994, 1993; Wei et al., 1989) assumes a
marginal proportional hazards model; it does not require that we specify the form of the joint
distribution of the observations of each subject. Frailty models (e.g., Klein & Moeschberger,
1997, ch. 13; Ducrocq, 1997; Therneau & Grambsch, 2000) are subject-specific models in which
all the observations from a subject share a common frailty (a common random effect that affects
the hazard rates of all the observations of a subject); frailty models require that we assume
a particular distribution for the frailty (generally a gamma). Both the marginal and frailty
models are available in S-Plus and R (library survival5) and in SAS (PROC PHREG —Allison,
1995, pp. 236-247).

Lindsey et al. (1996) present a method specific for cross-over designs based on log-linear
models, which has the advantage that it works with relatively small sample sizes and can be

fitted with software that handles generalized linear models such as S-Plus, R, SAS, GLIM. The
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R library event (available at http://www.luc.ac.be/ jlindsey /rcode.html; the syntax for model
building with this library is somewhat different from other R statistical models) will fit these
(see function ehr) and other models for repeated censored data. Segal & Neuhaus (1993) present
a related marginal method that combines Poisson regression with GEE and can be implemented
with SAS, S-Plus, or R. Two advantages of all these four methods are: a) they can accommodate
covariates and factorial designs that mix within- and among-subject treatments —although not
necessarily nested designs; b) they can be used to analyse experiments where we have measured
more than one response variable. Many modelling strategies for these methods are common

with linear models (see above).

Feingold and Gillespie (1996) suggested two nonparametric-like approaches for two-treatment
designs. Their second method is tailored to the 2x2 design but is difficult to extend to other de-
signs. Their first method has wider generality; one first ranks (see below) all the observations,
and then applies the procedures for complete data to these ranks (i.e., one applies within-
individual contrasts to the ranks, and later compares the within-subject contrasts between the
sequences; note that with Koch’s (1972) method, however, one first computes within-individual
contrasts and then ranks them). There are several ways of ranking the observations in the
context of survival analysis; Feingold & Gillespie (1996) employ Gehan’s (1965a & b) scores;
log-rank scores (see explanation in, e.g., Lawless, 1982, p. 420; Lee, 1992, p.109-112) might be
preferable (Prentice & Marek, 1979; O’Brien & Fleming, 1987; Kalbfleisch & Prentice, 1980;
Lee, 1992; Lawless, 1982). The p-value for this test could be obtained with a t-test, a Mann-
Whitney test, or a randomization test. This method is easy to apply, and it can be used with
multiple strata or trials composed of dual designs, e.g., by using the extended Mantel-Haenszel
test with the log-ranked data (e.g., TK) or using randomization tests where randomization
is constrained within strata. An example of the application of this method to a behavioural
experiment is given in Diaz-Uriarte (1999). An alternative to Feingold & Gillespie’s (1996)
approach is to apply the methods in "Ordinal responses" to log-ranks of the data (see TK, p.
365).
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5.7 Multivariate responses and repeated measures within peri-

ods

Behavioural ecology experiments frequently collect more than one response variable (e.g., in an
anti-predator experiment in each period we might measure distance from the predator and time
to re-emerge from the refuge, so we would have measured q=2 different response variables).
This is somewhat similar to making repeated measurements (of the same response variable)
within each time period (e.g., in each one of p periods, we might record the preferred perch
height at 5 min intervals during 1 h; thus we have q "sub-periods" —here q=12— or different
measurement occasions within each period). In both cases these are called "doubly multivariate"
or "multivariate repeated measures". Multiple univariate tests of each one of the response
variables (or at each one of the repeated observation times) can result in inferential problems
as they ignore possible dependencies between observations (e.g., Krzanowski, 1990, p. 235 &
ff.; Johnson & Wichern, 1998). Sometimes there is a large increase in Type I error rate (i.e.,
the true experiment-wise alpha level is larger than the nominal alpha level); other times fully
multivariate approaches can attain larger power by using the information from the correlation
among variables. With multiple responses it is frequently advised (e.g., Johnson & Wichern,
1998) that one should initially use a multivariate test and only if it reveals significant differences

employ univariate tests on each response variable.

For metric data, JK devote a chapter (ch. 6) to repeated observations of the same variable.
First, we could summarise the repeated data for each individual into one or a few statistics,
such as area under the curve, slope and intercept, etc.; this is the simplest approach. However,
this approach is problematic when the data are incomplete, and when covariates take different
values during the observation session. Moreover, use of this approach requires obtaining a
scientifically meaningful data summary, and thus assuming that all the information in the data
that is not reflected by the summary statistic(s) is scientifically uninteresting (see also Crowder

& Hand, 1990, ch. 1; Diggle et al., 1994, ch. 6 for discussion).
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With two-sequences designs, a second approach (see JK, ch. 6) is to obtain individual
contrasts (see above) for each sub-period q; thus, we reduce the data from a total of q*p
to q derived measurements, and can analyse these q derived measurements with appropriate
repeated measures techniques (e.g., MANOVA). For instance, Patel & Hearne (1980; see also
Rodriguez-Carvajal & Freeman, 1999, p. 399) use a multivariate linear model and obtain, for
each subject, a new transformed variable which is a linear combination of the original responses
over the q sub-periods, and then use a two-sample Student’s t-test on the transformed variable.
This procedure tests the hypothesis that the sum of treatment effects over all periods is the same
for the two sequences (and thus would not be appropriate with multiple responses —different

variates).

A third approach, more satisfactory and flexible (and a necessity with more complicated
designs) is to fit all the data in a single model (i.e., avoid reducing the data to q derived
measurements). We can use a split-plot in time repeated measures ANOVA where we have
three strata: between-subjects, within-subjects-among-periods, and within-period (i.e., the
"sub-period" level). These analyses, like other split-plot-in-time repeated measures, make as-
sumptions about the covariance structure which might not be appropriate; moreover, they are
cumbersome if the spacing between successive measurements is unequal or if there are missing
data. Thus we can also employ linear mixed effects models by specifying the corresponding
random effects and covariance structures (see an example in Littell et al., 1996, pp. 388 and
ff.). In addition, Galecki (1994) discusses some covariance structures which can be used with
mixed models and allow flexibility for modelling the correlation structures for each repeated
factor. These structures can be fitted using SAS’s PROC MIXED; with the nlme library for

S-Plus and R these structures can be fitted by defining the appropriate correlation structure.

With multiple response variables, application of Galecki’s (1994) structures might not be
appropriate (as they require that the marginal covariance structure associated with time be

the same for every response variable). Thus, mixed models with more complex covariance
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structures (and a larger number of parameters) need to be fitted (e.g., Amemiya, 1994; Vonesh
& Chinchilli, 1997). These models could be fitted, for instance, using a completely unstructured
(positive-definite) variance-covariance matrix (but in this case we would probably be estimating
too many parameters). Alternatively, in S-Plus or R it might be possible to define special
covariance structures tailored to our specific situation (e.g., unstructured except for blocks

along the diagonal with particular structures for the within-variate covariance structure).

With categorical data, both GEE and generalized mixed models can accommodate multiple
responses, although the latter requires that we specify the covariance structure. With time-to-
event data, multiple responses can be easily analysed with the marginal approach of Lee et al
(1992; we only need to obtain the quadratic form for the multivariate tests as in pp. 1066 and
1070 in Wei et al., 1989; see also documentation of library survival5) and the log-linear models

of Lindsey et al. (1996; see pp. 531 and ff. for a worked example).

For some cross-over designs with multivariate normal responses, some simple approaches
have been worked out. Rodriguez-Carvajal & Freeman (1999) show how to carry out a multi-
variate analysis in the 2x2 case using Hotelling’s T2 (a common statistic for multivariate com-
parisons of two groups; e.g., Morrison, 1990; Krzanowski, 1990). Grender & Johnson (1993; pp.
71-74 and 84) had proposed a similar but more general approach that can be extended to some
higher-order designs, and it is applicable to both repeated measures and multiple responses,
and to multiple responses with repeated measures for each response. The tests of Rodriguez-
Carvajal & Freeman (1999) and Grender & Johnson (1993) for the multiple response situation
is a simultaneous (multivariate) test of the hypothesis that the treatment effect vectors are
the same in both sequences (which is appropriate when variates are not measured in the same

scale), and differs from the test of Patel & Hearne (1980) explained above.

A different approach is to use nonparametric, rank-based, and randomization multivariate
tests. Analogous to robust and nonparametric tests, the first step is to reduce the p*q measure-

ments of each individual to a set of q variates by applying within-individual contrasts separately
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to each variate (see Nonparametric section). We will refer to these as w-q. (With survival data
a possibility is to apply the methods of Feingold & Gillespie (1996) by obtaining the w-q from
the log-ranks or Gehan’s scores of the data —not the original, censored, data; however, it is
unknown how well this approach works). This first step of obtaining the w-q variates will be
common to all the remaining multivariate tests. The next step is to compare, with the ap-
propriate multivariate test, the w-q variates among sequences. Therefore, we can apply any
multivariate test provided that we can set the hypothesis test as a comparison among sequences
of within-individual contrasts. This will be possible (see JK, pp. 171 & ff.; SN, pp. 144-152;
“Metric responses: nonparametric and robust methods” section) with two-treatment designs
composed of pairs of dual sequences and with designs for more than two treatments that have
the special structure in Table 4.5b, p. 101 in the previous chapter (but it might not be possible
otherwise; this emphasises again the need to consider design and analysis before conducting
the experiment). As was done before, we might want to start with within-individual contrasts
that include carry-over effects, and later recompute the w-q from contrasts without carry-over

if multivariate and univariate tests show no evidence of carry-over effects in any variable.

A very simple approach is to use the test in O’Brien (1984); first, each w-q is ranked
separately; next, for each individual we compute Si as the sum of the ranks of all of the w-q.
We test the null hypothesis of no overall difference between treatments by comparing the Si’s
between sequences, using a two-sample t-test, a rank-sum test, or a randomization test. This
method can be extended to accommodate individual-level covariates (by using, e.g., a linear
model with Si as the response and sequence and covariate as independent variables) and blocking
(see “Metric responses: nonparametric and robust methods”). This application of O’Brien’s test
is very similar to Patel & Hearne’s (1980) method, except that we use a linear combination of
the ranks instead of the original variables (which is what makes it possible to apply the test to
variables measured in different scales). A drawback of O'Brien’s test is that it is appropriate

only for some limited alternative hypotheses (see below).
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After ranking each w-q separately, an alternative to O’Brien’s (1984) test is to use the
multivariate extension of the Kruskal-Wallis test (Puri & Sen, 1971, p. 184 & ff.), which is
equivalent to applying a MANOVA on the separately ranked w-q variates (Zwick, 1985; note
that with only two groups a MANOVA is the same as Hotelling’s T?2). This is the test discussed
in Johnson & Grender (1993; however they compute the test statistic using N*Pillai-Bartlett’s
trace, instead of (N-1)*Pillai-Bartlett’s trace, as in Zwick, 1985; this is inconsequential if a

randomization test is used, but not if the chi-square approximation is used).

A different test is obtained by applying the procedures of Mielke and collaborators (Mielke
et al., 1976, 1981 a & b) to the w-q variates (without ranking), as explained in Johnson &
Mercante (1996). This method does not assume any particular distribution for the data or ho-
moscedasticity. We compute the average distance among the individuals of the two sequences in
the g-dimensional space defined by the w-q variates, using an appropriate distance metric (e.g.,
Euclidean distance —but distance metric can affect power; Diaz-Uriarte & Nordheim, in prep.).
Under the null hypothesis, permuting individuals randomly between the two sequences should
have no effect on the average within-sequence distance, but under the alternative hypothesis
permuting individuals should increase the average within-sequence distance. (P-values can be
obtained from randomization tests, or using an approximation; see Mielke et al., 1976, 1981b;
Berry & Mielke, 1983). When different response variables are measured in different scales, we
will probably want to give equal weights to all variables; equal weights can be achieved by scal-
ing the data (e.g., to a mean of zero and variance of one) before computing the within-subject
comparisons or by applying the test to the ranks of the w-q variates —where each w-q is ranked
separately—; (see Johnson & Mercante, 1996). An example of the application of this method

to a behavioural study is given in Diaz-Uriarte (1999).

The tests discussed so far have been previously used with cross-over designs. Besides them,
other randomization (e.g., Manly, 1997, ch.12; Edgington, 1995, ch. 8) and rank-based (e.g.,
Puri & Sen, 1971, 1985; Thompson, 1991; Choi & Marden, 1997; Hettmansperger et al., 1998)
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multivariate tests could potentially be applied, either to the w-q variates or their ranks (with

ranks computed for each variate separately or all together, depending on the test).

In summary, we can apply a fully multivariate approach to the original responses; this
requires modelling the variance-covariance matrix in linear mixed models but not necessarily
with GEE’s or marginal survival models. When this is not feasible, multivariate and repeated
measures tests can be applied to the w-q variates/responses. The latter, although more robust
than, say, a fully multivariate linear mixed model, can also be considerably less powerful as
we lose degrees of freedom when we reduce the data to w-q contrasts The appropriate statistic
will depend on the null and alternative hypotheses and the structure of the data (and should
not be decided based upon the results of the tests). For example, O’Brien’s (1984) test is not
designed to detect treatment effects that occur in only a few variates, or when the responses
in different variates are not consistent (e.g., if there are negative correlations among variates).
On the other hand, Hotelling’s T? is not the most powerful test against restricted alternatives.
Moreover, among nonparametric and rank-based multivariate tests, performance can be strongly
affected by the shape of the distributions. Finally, different multivariate tests make different
assumptions (normality, homoscedasticity, symmetry of distributions, etc.). Discussion can be
found in Smith (1998), Choi & Marden (1997), Manly (1997, ch. 12), Edgington (1995, ch. 8),
Westfall & Young (1993, ch. 6), Lachin (1992), Bernstein et al. (1988), and O’Brien (1984).

A different approach is to adjust the p-values to control for the increase in Type-I error
rate from multiple univariate tests (e.g., Wright, 1992 and references therein; two articles in
biological journals are Rice, 1989 and Chandler, 1995). These adjustments are better suited for
situations (such as data snooping) where we are testing many individual hypotheses and want
to control overall Type I error rates (e.g., we want to examine in which of five response variables
a treatment has some effect), but are probably not the best approach when we conduct our
experiment with the objective of testing a particular multivariate hypothesis (specified before

the experiment was conducted); this approach is also useful when it is not possible to combine
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the different tests into a single multivariate test. Most of the most recent methods (e.g.,
Hochberg’s and Holm’s sequential Bonferroni methods) provide much higher power than the
traditional Bonferroni method (without increasing experiment-wise error rates), and some of
them increase this power further by taking into account possible covariation among variables
(e.g., Westfall & Young, 1993). For instance, the resampling-based methods in Westfall & Young
(1993; see also SAS Institute, 1996, documentation for PROC MULTTEST) could be applied
to the between sequence comparison of the w-q variates. Alternatively, we can employ the
usual methods for cross-over trials with each variable independently, and later make an overall
statement about the effect of a treatment by using, for example, Holm’s multiple comparisons

method.

Even in the absence of rigorous statistical methods for dealing with multiple response vari-
ables, some of the inferential problems arising from multiple responses can be minimised with
careful experimental design and analysis. For instance, what hypotheses will be tested, and
with what variables, can be specified a priori; also, different variables can be used to test dif-
ferent (biological) hypotheses, so that even if the data are not statistically independent, they
at least refer to very different biological phenomena. This is not to suggest that other variables
should not be examined for treatment effects, but just that testing of pre-specified hypotheses
should be differentiated from hypotheses generation, for which data snooping might be well
suited (see also discussion in Stewart-Oaten, 1995). Paraphrasing Rice (1989, p. 225), adjust-
ment for multiple testing is necessary because, otherwise, as authors we will be spending many
pages discussing spurious results, and as readers we will be wasting our time reading about

relationships that can be explained just by chance.

5.7.1 PCA in lieu of MANOVA?

A potential mistake in the analysis of multiple responses is to try to use Principal Compo-

nents Analysis (e.g., Morrison, 1990; Krzanowski, 1990; Bernstein et al., 1988) to reduce the
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dimensionality of the response space, and then analyse the principal components scores as if
they were independent response variables. This procedure is inappropriate for two reasons.
First, if we want to reduce the dimensionality of the problem in the context of considering
differences between groups, we should use canonical variates, which are different from principal
components; canonical variates are closely related to MANOVA, canonical correlation, and dis-
criminant analysis (see Krzanowski, 1990, p. 291-300 and 370-385; Bernstein et al., 1988, ch. 10;
Digby & Kempton, 1987, pp. 75-77). Second, when using PCA we would be mixing within and
among-individual covariation in the response variables. However, it should be possible to use
canonical variate analysis on the w-q variates (including randomization-based canonical variate

analysis —Manly, 1997, p. 274).

5.8 Plotting in cross-over designs

Plotting is a key tool in statistical analysis and can help us spot patterns and problems in the
original data and the fitted models. We can plot the original data, plot some linear functions
of the data, or make plots that are specific for the types of analyses carried out (particularly
helpful to examine violations of model assumptions, such as residual plots). T will briefly review

the first two here.

Initial plots of the data will help detect errors in the transcription or recording of data, and
will give an idea of the results that could be expected. JK (p. 20) refer to subject profile plots
where, for each sequence, the response of each subject is plotted over the different treatment
periods, and the responses of each subject are connected with a line. These plots help identify
period and treatment effects, potential outliers, and variation within and among sequences. For
designs with more than two treatments, it is convenient to add treatment labels in the x-axis.
In treatment by treatment scatter-plots (SN, p. 188), we plot each patient’s values using

each treatment response as a dimension.
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The response by patient scatterplot (SN, p. 125 and 187) depicts the response variable
(y-axis) by the sequence, using the same symbol across sequences to identify treatments; all
the responses of a subject are shown in the same vertical line (x-axis position). This plot
conveys a lot of information: variation within-subjects, variation among sequences, magnitude
of differences between treatments, and possible differences in treatment effects across sequences
(e.g., treatment*period interaction), as well as potential outliers (either a whole subject or
observations within an otherwise non-outlying subject). This plot and the subject profiles plot
complement each other, as they convey similar information in different ways. In these plots,
covariates or other factors can be added by using symbols. Plots for time to event data are
based on the survival function and are shown in Feingold & Gillespie (1996). Non-metric data
are generally difficult to plot conveniently, and tables are probably more useful (but see SN, p.

188-190).

The second type of plots are those that depict some function of the data, such as the linear
contrasts. These plots are very useful at the initial and intermediate stages of formal analyses.
For the 2x2 design, JK (p. 28-30) discuss a plot that helps understand the role of carry-
over and treatment effects. In a scatterplot, each individual’s sum over the two periods
is shown in the x-axis and each individual’s difference between the first and second periods
in the y-axis; individuals from each of the two sequences are plotted with different symbols,
and the outermost points of each sequence are joined (i.e., we draw the convex hull of each
sequence group). If there are only strong treatment effects, we will see two non-overlapping
curves that are separated in the vertical direction; if there are carry-over effects, the separation
will be along the horizontal axis. This plot also gives visual information on the variability
in each sequence (for parametric analyses, variance should be the same in each group). The
groups-by-period plot (JK, p. 20) shows the group by period means for each sequence,
connected by a segment. These are very similar to the usual interaction plots in linear models.
Plotting the linear contrast by a covariate can be particularly helpful to understand the role of

continuous covariates. Miller (1999) has proposed two types of plots that help identify outliers
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and indicate whether representing differences between samples by a single statistic (such as the
mean) is appropriate; these plots allow us to examine subject by treatment interactions and

changes in carry-over effect over time.

Summary plots of results should avoid two potential pitfalls. First, if analyses have been
nonparametric it is misleading to use plots that represent a mean and its standard error, as
these have no relationship with the actual analyses conducted (and could suggest that the mean
and s.e. are adequate characterisations of the data distribution, which they are not). Second, in
cross-over trials the estimator is based on within-individual differences, and the relevant source
of variance is the within-individual variability, not the among-individual variability. Thus, a
plot of the overall mean of treatments A and B, each with an standard error, would be of
little use as the analyses were conducted using within individual differences; moreover, this
plot can suggest no effect even when there is a strong one. Instead, it is preferable to plot
the estimated treatment difference with its standard error (with no treatment differences, the
confidence interval should cover 0). If we need to present the estimates of the actual responses
with with some measure of variability, it is best if those treatment means are adjusted treatment
means (as obtained from, e.g., linear models after correcting for effects of period and other fixed
effects), and if a cautionary statement is added to the figure legend indicating that those means

and s.e. cannot be used to conduct a visual test of the hypothesis.

5.9 Sample size and missing data

Discussion of sample size and power is provided in SN (211-219), Hills & Armitage (1979), and
Ezzet & Whitehead (1992). Sample size calculations can be extremely complicated except for
the simplest designs, and when planning trials we would need information on variances, which

is not always available before the trial starts.

The consequences of missing data can be particularly serious for the 2x2 design; the simplest
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strategy is to use only subjects without missing data, but other strategies are possible (JK, p.
76-80). For other designs, the consequences of missing data are not necessarily that serious,
and probably all the available data from every subject should be used (see SN, p. 219-221; see

also Low et al., 1999 for discussion of robustness of cross-over designs to dropouts).

It is important to understand what is the missing data mechanism (e.g., Diggle et al., 1994,
ch. 11; Albert, 1999). A common classification is based on Littell & Rubin (1987). Data
are missing completely at random (MCAR) if the missing mechanisms is independent of both
the observed and actual missing value; they are missing at random (MAR) when the missing
mechanism is independent of the actual missing value but depend on observed data (e.g., if
it depends on previously observed values); and they are missing non-randomly (= informative
missing mechanism or non-ignorable missingness) when the missing mechanisms depends on the
values of the missed observations. For instance, suppose we are measuring fight duration in an
experiment where each subject is scheduled to be observed five times per day, but occasionally
we can not obtain complete records for each individual. If there is a constant probability that
we cannot find the subject for the scheduled observation we have a MCAR mechanism. If,
however, long previous fights make it more unlikely that we will able to find the subject for the
following trial (e.g., following a long fight an animal is more likely to move somewhere else),
then we have a MAR mechanism. We will have non-ignorable missingness if the probability
that we observe a short fight is smaller than that of observing a long fight (i.e., the probability

of recording a fight increases with fight duration, the variable we are measuring).

The statistical methods discussed above can accommodate MCAR data; some of them
(e.g., linear mixed models, but not GEE) also accommodate MAR data; but most methods will
be biased with informative missing values (e.g., experiments where the probability of having
missing data depend on the treatment applied). Application of multivariate/repeated measures
within periods techniques can be much more complicated in the presence of missing values or

incomplete observations (see, e.g., Davis, 1991; Lachin, 1992; Palesch & Lachin, 1994).
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5.10 Conclusions

Cross-over designs can be very useful in many behavioural experiments (see DU-1); however,
their analyses are more complicated than those of parallel trials. When planning a cross-over
trial we should consider both the design and analysis, as the type of response variable can affect
the choice of design. Cross-over designs will be much easier to analyse if we can keep the design
simple, minimising nesting and crossing of among-subject treatments (but if the setup does

include these factors, they should be incorporated in the analyses).

Analysis of categorical data (specially ordered responses) can be complicated with cross-over
designs, and generally requires at least moderate sample sizes (>10 individuals per sequence
group); even with moderate sample size, power might be too low to detect small, but bio-
logically relevant, differences between treatments. Analysis of time to event data can also be
unsatisfactory, but is easier if censoring time is common for all individuals. More complex
designs, such as those that include blocks and covariates, can make analysis of categorical and
time to event data very complicated. Modifying the experimental protocol might ameliorate
some of these problems; for example, to avoid censored data we might make observation pe-
riods longer, and to eliminate categories such as "low perch", "medium height", "high perch"
we might be able to actually measure perch height. In particular, it is best to always obtain
data at as high a level as possible in the measurement hierarchy (i.e., as close to interval as
possible), and to remember that degrading data into categories such as orderings or 0/1 will
make analyses more complicated. Experiments with three or more treatments are inherently
more complicated to design and analyse, in particular if nonparametric and robust methods
will be used. Experiments that measure multiple responses should use multivariate techniques.

Finally, how carry-over and period effects are dealt with should be made explicit.
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